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Background: Absence of quantitative techniques for objectively diagnosing many brain changes associated with mental illnesses 
hampers early intervention and effective treatment. Known bidirectional neural pathways closely link the vestibular system and regions 
involved in emotion processing.
Objectives: To assess whether Electrovestibulography (EVestG) can detect specific neural responses, using an ear probe and tilt chair, to 
provide a quantitative indirect measure assessment of brain regions and pathways frequently compromised in mental illnesses.
Materials and Methods: EVestG data was collected on 38 subjects with major depression, 22 with schizophrenia, 36 with bipolar disorder 
and 57 matched healthy controls. Data was analyzed using the NEER algorithm to generate the average field potentials and firing patterns. 
Characteristic features were extracted followed by AdaBoost subset feature selection and classification for separating data into four classes. 
To remove the bias of working on small size population, we used 10-fold cross validation to select the best diagnostic features. The accuracy 
of the diagnostic features’ classification was tested using nonparametric statistical analysis.
Results: EVestG signals were statistically different (P = 0.000 to 0.040) between the groups by using Kruskal-Wallis, and the best diagnostic 
accuracies for a four-way diagnostic group separation were on average (n = 100, 10 repeated 10-fold cross validations) 70.2% (SD = 9.6) using 
10-fold cross validation.
Conclusions: Comparing vestibular driven responses has the potential to be a valid and clinically useful diagnostic tool.
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1. Background
According to the World Mental Health (WHO) Survey 

Consortium, the worldwide prevalence of mental illness is 
high, with a significant percentage of individuals develop-
ing one or more mental illnesses in their lifetime (1). Men-
tal illnesses have profound personal, social and economic 
costs that are often underestimated. Despite tremendous 
efforts in recent years, there are currently no objective and 
quantitative techniques to inexpensively, accurately and 
rapidly diagnose common mental illnesses. Emergence of 
testing systems that can identify early illness and monitor 
disease progression and treatment response would repre-
sent a significant advance to promote early intervention 
and fast tracking of new treatments for mental illnesses 
(2). Recent research suggests that the vestibular system is 
a potential window for exploring psychiatric conditions. 
For a review see Gurvich study (3). Specifically, the parabra-
chial nucleus (PBN) network provides a direct link between 
the vestibular system and neural networks involved in 
emotional processing. For example, the PBN has recipro-
cal connections with the vestibular nuclei (4-6), as well as 
reciprocal connections with the amygdala, hypothalamus, 

locus coeruleus (which also has bidirectional links to the 
vestibular nuclei and emotion areas), and prefrontal cor-
tex (4, 7, 8). The amygdala, hypothalamus, locus coeruleus 
and prefrontal cortex are all areas commonly linked with 
mental illnesses such as schizophrenia (SCZ), bipolar disor-
der (BPD), major depressive disorder (MDD) (9-11). Impor-
tantly, there are direct associations between the vestibular 
system and the hippocampus, a brain region consistently 
implicated in models of psychiatric disorders. For example, 
vestibular stimulation increases neuronal firing in the hip-
pocampus, and studies have demonstrated that spatial 
navigation is influenced by the vestibular-hippocampus 
connectivity (12-15). Furthermore, it has been shown that 
there is a direct association between vestibular stimula-
tion and mood changes (16). Recently, we have introduced 
a novel diagnostic technique named electrovestibulogra-
phy (EVestG). We hypothesize that this method can detect 
specific vestibuloacoustic and more particularly vestibular 
field potentials, subsequently providing a quantitative and 
indirect measure of activity in brain regions and neural 
pathways that are frequently compromised in neuropsy-
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chiatric diseases. In this paper, we present preliminary evi-
dence that these signals have potential to be developed as 
useful diagnostic tools to diagnose mental illnesses.

1.1. Measuring the Vestibular Response
EVestG is a recently developed technique designed to 

detect specific vestibuloacoustic and more particularly 
vestibular field potentials (17), subsequently providing 
a quantitative and indirect measure of activity in brain 

regions and neural pathways that are frequently com-
promised in neuropsychiatric diseases. EVestG measures 
a vestibular driven response stimulated by whole body 
passive tilts using a computer-controlled hydraulic tilt 
chair with a sinusoidal velocity profile (17). The recording 
is based on one tilt applied to each plane. The chair is de-
signed to roll with angular motions (Figure 1 a), to pitch 
and perform smooth sinusoidal yaw and translational 
up-down motion.

Figure 1. Electrovestibulography System

A, Angles used for the sideways tilt; B, The electrode used for electrovestibulography; C, Diagram of the placement of the electrode in the ear; D, Output of 
the Neural Event Extraction Routine (NEER) algorithm, where (a) indicates the baseline or Summating Potential (SP) start point, (b) indicates the SP notch, 
(c) indicates the beginning of Action Potential (AP) top, d indicates AP, and (e) indicates AP rise.
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The signal was obtained via a gelled electrode consist-
ing of a wick (Figure 1B) positioned to rest close to the 
tympanic membrane (but not touching it) (Figure 1C). 
Recordings were taken during the dynamic and static 
phases (i.e. when the tilt chair is moving and stationary) 
and during excitatory and inhibitory responses (e.g. ro-
tational motion provides an excitatory effect on the hori-
zontal semicircular canal for rotations that are ipsilateral 
toward the motion direction and an inhibitory effect for 
contralateral tilts). A wavelet-based signal processing 
technique called the Neural Event Extraction Routine 
(NEER, 18) was used to detect the spontaneous field poten-
tials and their firing patterns from the noise floor in the 
recorded signals. The NEER algorithm averages the de-
tected field potentials to produce a Summing Potential/
Action Potential (SP/AP) plot and the firing pattern of the 
field potentials occurrence like those shown in Figures 3 
and 4. The key advantages of EVestG over other measures 
of vestibular function (i.e., vestibular ocular reflex) are 
that it detects a direct rather than indirect vestibular re-
sponse, hypothesized to be driven particularly from the 
utricle (18). The use of whole body tilts minimizes neck 
muscle artifacts and other head movement-induced neu-
ral signals.

2. Objectives
The aim of the current study was to investigate the po-

tential capacity of features extracted from EVestG to dis-
tinguish key psychiatric diagnostic groups and healthy 
controls. We hypothesize that the differences between 
the psychiatric and control groups would be significant.

3. Materials and Methods

3.1. Participants
People with one of the three following common men-

tal illnesses were recruited and assessed: major de-
pressive disorder (MDD), bipolar disorder (BPD) and 
schizophrenia (SCZ). All participants should have one 
illness only; hence, those who had a history or current 
symptoms of an additional psychiatric or neurological 
condition were excluded. We also recruited a number of 
healthy age and gender matched control subjects who 
were examined after undergoing exclusion tests for psy-
chiatric illnesses. The study was approved by The Alfred 
Human Ethics Committee (Approval Number 95/06) 
and all subjects signed an informed written consent 
prior to the experiments.

3.1.1. Clinical Characteristics

3.1.1.1. Major Depressive Disorder (MDD)
Thirty-eight individuals (13 males) with a DSM-IV di-

agnosis of MDD were included (Mean age of 46.3 ± 11.9 
years). A psychiatrist confirmed the diagnosis. The de-

pression experienced at the time of testing was quanti-
fied using the Montgomery-Asberg Depression Rating 
Scale (MADRS) (19). The mean depression score was 18.54 
(SD = 9.4) and the average disease duration was 16.5 years 
(SD = 9.4). These scores suggested that this was a group 
with moderate to severe depression. Twenty-three of the 
MDD participants were taking antidepressant medica-
tions including Selective Serotonin Re-uptake Inhibitors 
(SSRIs) and Serotonin and Noradrenergic Re-uptake In-
hibitors (SNRIs), while the rest fifteen patients were not 
taking any antidepressant medications. Twenty-six of 
the MDD participants with depression had a family his-
tory of depression.

3.1.1.2. Schizophrenia (SCZ)
Twenty-two individuals (14 males) with a DSM-IV diag-

nosis of SCZ were included (mean age = 43.0 years, SD = 
9.1). A psychiatrist confirmed the diagnosis. Symptoms of 
psychosis were quantified using the Positive and Negative 
Syndrome Scale (PANSS) (20). The mean score was 64.4 
(SD = 13.2) and the average disease duration was 12.0 years 
(SD = 8.3). Hence, this group had established, moderately 
severe SCZ. Two participants were not taking any medica-
tions, 19 were taking a newer type of antipsychotic and 
one was taking an older injectable antipsychotic. Thirteen 
of the participants with SCZ had a family history of SCZ.

3.1.1.3. Bipolar disorder (BPD)
Thirty-six patients (19 males, 49.0±14.1 years) with a DSM-

IV diagnosis of BPD were tested. Psychiatrists (JK and PF) 
confirmed the diagnosis. The mean age of BPD group was 
49 years (SD = 14.1) and the illness duration was 15.7 years 
(SD = 11.3). Eleven patients had type I, 11 had type II and in 
14, the type was unknown. We quantified the depression 
and mania symptoms experienced by the participants 
using the MADRS rating scale for depression, and the 
Young Mania Rating Scale (YMRS, (21)). The mean MADRS 
score was 13.7 (SD = 10.7), and the mean YMRS was nine.5 
(SD = 7.5). This suggests that the group had longstanding 
illness and most patients experienced depression as a 
part of their illness rather than mania at the time of test-
ing. One patient was taking no medication and the rest 
were taking combinations of mood stabilizers (lithium, 
sodium valproate and carbamazepine) and/or newer an-
tipsychotics and/or antidepressant medications. Thirty 
people in this group had a family history of BPD.

3.1.1.4. Healthy Controls
Fifty-seven (20 males, 34.5 ± 14.8 years) without a his-

tory of a psychiatric disorder were included as a healthy 
control group (mean age = 34.5 years, SD = 14.84). These 
participants were screened for psychiatric illness and 
cognitive decline with the Mini-International Neuropsy-
chiatric Interview (M.I.N.I.) screening tool, the Mini Men-
tal State Examination (MMSE) (mean = 29.6, SD = 0.8) and 
MADRS (mean = 3.1, SD = 4.3) 
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3.2. Testing Procedures
Each participant seated upright in a hydraulically op-

erated tilt chair, placed inside an electromagnetically 
shielded and sound attenuated (> 30 dB) chamber. As-
sessments were conducted with participants’ eyes closed, 
in a relaxed state with their neck supported. Recordings 
were taken before, during and after each chair tilt. The de-
gree of movement of the chair extended to 40 degrees of 
yaw, pitch and roll movement and 15 cm of vertical trans-
lation. The vertical translation (up-down movement)and 
yaw recording could also be performed with the subject 
in the supine position. To acquire the recording, an active 
pregelled electrode was placed noninvasively in each ear 
canal proximal to the tympanic membrane, without dis-
comfort to the subject. Reference electrodes were placed 
on the ipsilateral earlobes and a common ground elec-
trode placed on the forehead. Figure 1 shows the sche-
matic view of the experiment. A practice recording/tilt 
was made before each recording to familiarize the sub-
jects with the procedure, completed in less than 30 min-
utes. The subject remained passive throughout the test, 
and was not required to interact cognitively during the 
measurement.

3.3. Analysis of the Electrovestibulography Re-
cordings

The NEER algorithm (17) was used to generate the aver-
age field potential response and its firing pattern from 
each time segment of the recorded signal during the 
chair tilt. For details of signal processing techniques used 
in the NEER algorithm please see the recent publication 
(17). Signals were examined for muscle corruption and 
consequential saturation. If the signal corruption lasted 
for more than 50% of the signal phase or there was a sig-
nificant power line or hydraulic artifact, it was rejected 
and omitted from the analysis. Several features, or bio-
markers, such as amplitude, latency and baseline shifts, as 
well as change in the firing pattern (which is representa-
tive of neural synchronization and depicted as an interval 

histogram change) in moving from a static to dynamic 
phase were extracted from the average field potential and 
the firing pattern histogram as the two output signals of 
NEER algorithm. Either alone or combined, these features 
were analyzed to identify and statistically differentiate re-
sponses of healthy participants and different psychiatric 
patients. Each signal includes two main tilting responses, 
a resting (BGi) and an acceleration (onAA) or deceleration 
(onBB) phase response; in addition, we recorded from 
both left and right ears. Therefore, extractable features are 
numerous; however, the number of significant features 
statistically exceeds random obtainable features. There-
fore, at first stage of the study, we ran a simple statistical 
test to select features that were the most statistically dif-
ferent pairwise between each patient group and controls; 
36 features were selected at this stage (see Table 1). Then, 
we used AdaBoost (22) feature selection and classification 
which incorporated 10-fold cross validation (see below) to 
select the features that can best classify the entire popula-
tion into 4 groups. To assist the selection of features, all 
36 features were tested with an Independent-Samples Me-
dian Test to ensure good separability (P < 0.05).

Any classification technique needs some data for train-
ing. In a large dataset, training set is normally selected as 
a random selection of 50% of the population. However, 
this cannot be performed in small datasets such as the 
one in this study. In case of small population, the com-
mon solution is to use leave-10-out (10 fold cross valida-
tion 10FCV) routine to have an enough training dataset 
and avoid the over fitting and bias problem (23, 24). In 
this routine, 10% of the data is set aside randomly as test-
ing, and classification algorithm is trained using the rest 
of data and tested on the 10% left-out dataset. This routine 
is repeated 10 times until all the subsets are used as test 
once, and the overall accuracy would be the average ac-
curacy at each trial. Hence, it attempts to use limited data 
without its inclusion in any training or feature selection 
algorithm. Figure 2 illustrates the flowchart of data pro-
cessing. The following subsections describe the features 
and classifications in more detail.

Table 1.  Feature Dataa,b

Feature 
Number and 
Group

Feature 
Type

Motion 
Direction

Motion Phase Side Description Independent-
Samples Median; 

Test (P Value)

Bonferroni-Dunn Ad Hoc; 
Groups with Significant 
Difference (Q Statistic)

Feature Value; 
(Pairwise, Greedy)

SCZ vs. CTL
1 FP ipsilateral roll S-D acceleration L prePP 0.002 MDD-SCZ(4.33), MDD-

BPD(2.73), CTL-SCZ(2.79)
0.35 0.30

2 FP vertical 
translation

RTC deceleration L PostPP to AP 0.033 CTL-SCZ(3.08) 0.32 0.35

3 IH backward pitch BGi minus RTC BGi L bin 17 0.004 CTL-SCZ(3.72), MDD-
SCZ(3.01)

0.27 0.36

4 IH ipsilateral roll BGi minus RTC BGi L bin 11 0.013 CTL-SCZ(3.40) 0.35 0.39
5 TAP ipsilateral roll acceleration L baseline 0.082 - 0.39 0.32
6 TAP prone vertical 

translation
BGi minus RTC BGi R Nah 0.052 - 0.43 0.48

SCZ vs. BPD
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7 FP vertical transla-
tion

deceleration R PostPP 0.261 - 0.37 0.32

8 FP backward pitch acceleration R prePP to AP 0.232 - 0.31 0.38
9 IH contralateral 

roll
S-D RTC 

deceleration
L bin 15 0.011 BPD-SCZ(3.33) 0.18 0.30

10 IH prone vertical 
translation

S-D acceleration R bin 11 0.127 - 0.29 0.38

11 TAP contralateral 
roll

S-D RTC 
acceleration

R Naz 0.078 BPD-SCZ(2.72), MDD-
SCZ(2.70)

0.32 0.29

12 TAP backward pitch S-D acceleration L Nah 0.004 BPD-SCZ(3.04) 0.38 0.36
SCZ vs. MDD

13 FP contralateral 
roll

RTC deceleration L PostPP 0.001 MDD-SCZ(2.73), MDD-
CTL(2.99), MDD-BPD(2.74)

0.33 0.34

14 FP vertical transla-
tion

BGi minus RTC BGi R PostPP to AP 0.123 BPD-SCZ(3.04) 0.27 0.32

15 IH vertical 
translation

S-D RTC 
acceleration

R bin 9 0.04 MDD-SCZ(2.69) 0.27 0.35

16 IH contralateral 
roll

S-D acceleration L bin 8 0.29 MDD-SCZ(2.76) 0.31 0.36

17 TAP contralateral 
roll

S-D RTC 
acceleration

R TAPh 0.322 - 0.31 0.33

18 TAP backward pitch BGi minus RTC BGi L Nah 0.096 BPD-SCZ(2.72) 0.37 0.36
MDD vs. CTL

19 FP backward pitch S-D sum all phases L PostPP to AP 0.059 MDD-CTL(3.0) 0.33 0.38
20 IH ipsilateral roll S-D acceleration R bin 12 0.014 MDD-CTL(3.12) 0.28 0.43
21 IH ipsilateral roll S-D RTC 

deceleration
L HF-LF 0.003 MDD-CTL(3.52) 0.28 0.36

22 IH yaw S-D deceleration L bin 12 0.004 MDD-CTL(3.78) 0.34 0.37
23 TAP contralateral 

roll
S-D deceleration L Kh 0.016 MDD-CTL(2.97), MDD-

BPD(3.47)
0.25 0.34

24 TAP vertical 
translation

deceleration L Kh 0.027 MDD-CTL(3.09) 0.40 0.42

BPD vs. CTL
25 FP vertical 

translation
BGi minus RTC BGi L PrePP to AP 0 BPD-CTL(6.67), MDD-

CTL(5.09), CTL-SCZ(3.71)
0.49 0.45

26 FP contralateral 
roll

S-D acceleration L PostPP 0.169 - 0.38 0.48

27 IH yaw BGi minus RTC BGi L bin 15 0.2 CTL-SCZ(3.38), BPD-
CTL(3.50), MDD-CTL(2.79)

0.30 0.31

28 IH prone vertical 
translation

BGi minus RTC BGi L bin 6 0.001 CTL-SCZ(2.87), BPD-
CTL(3.60), MDD-CTL(3.55)

0.34 0.40

29 TAP ipsilateral roll BGi R TAPh 0.086 - 0.36 0.38
30 TAP ipsilateral roll RTC acceleration L TAPh 0.083 MDD-BPD(2.73), BPD-

CTL(2.91)
0.36 0.40

MDD vs. BPD
31 FP backward pitch acceleration R PrePP to AP 0.232 - 0.32 0.39
32 FP contralateral 

roll
acceleration L PostPP to AP 0.006 MDD-BPD(2.98) 0.22 0.35

33 IH contralateral 
roll

S-D RTC decelera-
tion

R bin 20 0.226 MDD-BPD(2.84) 0.43 0.41

34 IH prone vertical 
translation

S-D RTC 
acceleration

R bin 5 0.299 - 0.29 0.38

35 TAP contralateral 
roll

S-D acceleration L Kh 0.012 MDD-BPD(3.03) 0.28 0.33

36 TAP ipsilateral roll RTC acceleration L Kh 0.213 MDD-BPD(3.07), BPD-
CTL(3.03)

0.33 0.36

a Abbreviations: FP, field potential shape feature; IH, interval histogram bin feature; TAP, field potential time feature; Bin, specific time interval range 
between subsequent field Potentials; RTC, return to center from displaced position
b Each feature was selected primarily based on the AdaBoost feature value within each feature group. This was selected if the Independent- Samples 
Median Test P value was < 0.05 else the next lowest AdaBoost value in each feature group. BGi is the 1.5 seconds of recording immediately prior to 
movement. S-D is Static minus Dynamic e.g. BGi-onAA. Critical Q statistic  2.6310
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Figure 2. Schematic Flowchart of the Data Processing

3.3.1. Feature Selection
Most of the features selected from averaged field po-

tential shape and the firing interval pattern reflect the 
changes in response pattern when moving from a sta-
tionary to a dynamic phase (to a static phase), and were 
based on the smallest p value measured for discrim-
inability between pairs of groups. Figures 3 and 4 show 
the two main signals and some of the extracted features.

Thirty-six significant features selected at stage 1 of the 
analysis (Table 1), were selected statistically for each pair-
wise separation of each two groups of the data (e.g. BPD 
and MDD). These features were not necessarily normally 
distributed; thus, nonparametric analysis was required. 
These 36 features were input to a 4-group AdaBoost (22) 
feature ranking system (Table 1, second last column). Two 
selection methods were used. Method 1: Initially six of the 
36 features were selected for detailed analysis, to exam-
ine separability, and to provide the best separation and 
classification accuracy for the 4 group separation using 
a limited number of features (Table 1, Rows highlighted). 
One feature was selected from each feature Group. Each 
feature was selected primarily based on the AdaBoost 
pair-wise feature value within each feature group. This 
feature was selected if the Independent- Samples Medi-
an Test p value was < 0.05 (Table 1, column 8) otherwise 
the next lowest AdaBoost pair-wise value in each fea-
ture group was used and so on. Method 2: An AdaBoost 

Figure 3. Potential/Action Potential (SP/AP) Plot and the Firing Pattern of 
the Field Potentials
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3A. A typical detected average field potential.Ap point: The minimum 
value in the range of 437-448 samples; Sp point: A notch found 15-30 sam-
ples before the Ap point; PrePP: Maximum value in the range of 293-389 
samples; PostPP: Maximum value in the range of 498-548 samples; Base-
line: The average value in the range of 50-250 samples; TAPz: The distance 
between the two points where the FP curve crosses the baseline; TAPh: The 
distance between the two points where the FP curve crosses the line half 
way between the PrePP and AP. These features are measured in the static 
and dynamic phases and difference used as the analysed feature.3B. Nor-
malised Histogram of the firing pattern.  The difference between consecu-
tive time of detected field potentials plotted using 25 bins logarithmically 
spread (0.5-50 msec). Can be grouped into Low Int: The sum of the values 
of the histogram in bins 7-12 and High Int: The sum of the values of the 
histogram in bins14-19. These features are measured in the static and dy-
namic phases and difference used as the analysed feature.

“greedy” algorithm (after the first feature, selection of 
subsequent features is dependent on the selection of pre-
vious features to minimize the feature commonality) was 
applied. Based on the AdaBoost feature selection value 
(last column Table 1), the best combination of features 
was sought to achieve the best accuracy and >70% with 
the minimum number of features.

Kruskal-Wallis nonparametric statistical analysis (the 
equivalent of a 1 way ANOVA for nonparametric data) was 
undertaken on the selected six features using SPSS (Ver. 
19; SPSS Inc, Chicago, Illinois) to investigate the statistical 
difference between the groups. These pairwise compari-
sons provide p-values for group median and distribution 
differences. Analyses were two-tailed at a significance 
level of P = 0.05. Furthermore, the selected features were 
input to a Bonferroni-Dunn analysis (25) using Matlab 
Version 2010b (fx = dunn.m, (26)) and Mann-Whitney 
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U test (using SPSS) was used to provide nonparametric 
post-hoc analysis (the equivalent of the Bonferroni cor-
rection) and to test for significant differences between 
the groups. Some of the select features exhibited more 
than one significant pair-wise separation.

4. Results
4.1. Vestibular Testing Results

The six selected features (Method 1) provided a separa-
tion and classification accuracy for the four groups sepa-
ration of 60.1% (SD = 11.7). An analysis of median group val-
ues (Figure 4) graphically summarizes the feature trends 
and shows for:

- Feature 1 significant differences between the all groups 
except BPD and CTL

- Feature 12 significant differences between the all 
groups except MDD and CTL

- Feature 13 significant differences between SCZ and 
MDD/BPD groups

- Feature 24 significant differences between MDD in the 
all groups

- Feature 25 significant differences between CTL and 
BPD/MDD/SCZ

- Feature 35 no significant differences but the largest be-
tween BPD and SCZ/MDD

The TAP features (field potential time axis features) pro-
vided some good separations but at a reduced signifi-
cance compared to the field potential shape and firing 
pattern features used. The Kruskal-Wallis analyses also 
showed significant differences between the all groups for 
the six selected features, and mostly at the level of P ≤ 
0.011 (significance for Feature 1 = 0.000; Feature 12 = 0.019; 
Feature 13 = 0.007; Feature 24 = 0.003; Feature 25 = 0.000; 
Feature 35 = 0.015). More significantly, Tables 2 and 3 show 

the comparison of the selected EVestG features between 
the healthy control participants and those with BPD, MDD 
and SCZ, demonstrating significant separation between 
the groups. Bonferroni-Dunn (Table 1) and Mann-Whitney 
U results (Table 2) demonstrated that each feature has 1-3 
significant differences between the pairs of groups. An 
AdaBoost pair-wise 4 pathology classification was applied 
using the six features examined above as a set. 10FCV was 
applied to the analysis. The result had a 60.1% accurate 
classification on average (95% confidence range was 52-
68%, SD = 11.7% using n=100, 10 repeated 10 fold cross vali-
dations). Finally, an AdaBoost “greedy” feature selected 
group of features was input to an AdaBoost classifier for 
a 4-pathology classification. A classification accuracy of 
70.2% (95% confidence range was 63-77%, SD = 9.6% using n 
= 100, 10 repeated 10 fold cross validations) was achieved 
using 13 features [1, 5, 6, 10, 15, 23, 25, 26, 27, 28, 30, 32, 34]. 
Increasing the number of features beyond 13 produced on 
marginal improvements in accuracy (Table 3).

Figure 4. EVestG Group Median for Each Feature
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Table 2.  Mann-Whitney U Test Between Groups in Paira,b

Groups Feature 1 Feature 12 Feature 13 Feature 24 Feature 25 Feature 35
MDD vs. BPD

Z -2.923 -1.586 -2.793 -0.661 -1.654 -3.078
P value 0.003 0.113 0.005 0.509 0.098 0.002

MDD vs. CTL
Z -2.406 -0.670 -2.921 -2.979 -5.073 -2.520
P value 0.016 0.503 0.003 0.003 0.001 0.012

MDD vs. SCZ
Z -3.59 -1.771 -2.764 -2.726 -0.811 -1.099
P value 0.001 0.077 0.006 0.006 0.417 0.271

BPD vs. CTL
Z -0.929 -1.787 -0.034 -2.506 -6.21 -0.738
P value 0.353 0.074 0.973 0.012 0.001 0.461

BPD vs. SCZ
Z -2.568 -3.554 -0.436 -2.062 -2.298 -1.364
P value 0.01 0.001 0.663 0.039 0.022 0.173

CTL vs. SCZ
Z -2.887 -1.175 -0.361 -0.186 -4.375 -0.817
P value 0.004 0.240 0.718 0.852 0.001 0.414

a Abbreviations: SCZ, schizophrenia, BPD, bipolar disorder, MDD, major depressive disorder.
b Z, Z score; P, significance level (2-tailed); bolded data represent significant differences (P ≤ 0.05). Results are shown for the six best selected features.
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Table 3.  AdaBoost Classifier Accuracies Using AdaBoost 
“Greedy” Feature Selectiona

Feature Set Accuracy SD
26 48.04 -
26, 25 55.42 7.27
26, 25, 23 57.37 8.80
26, 25, 23, 34 59.17 9.81
26, 25, 23, 34, 32 61.12 10.47
26, 25, 23, 34, 32, 15 63.00 9.01
26, 25, 23, 34, 32, 15, 28 61.83 8.57
26, 25, 23, 34, 32, 15, 28, 6 60.54 9.62
26, 25, 23, 34, 32, 15, 28, 6, 1 64.42 6.23
26, 25, 23, 34, 32, 15, 28, 6, 1, 10 68.92 10.54
26, 25, 23, 34, 32, 15, 28, 6, 1, 10, 5 68.21 9.57
26, 25, 23, 34, 32, 15, 28, 6, 1, 10, 5, 27 68.21 8.10
26, 25, 23, 34, 32, 15, 28, 6, 1, 10, 5, 27, 30 70.17 9.56
26, 25, 23, 34, 32, 15, 28, 6, 1, 10, 5, 27, 30, 36 70.21 11.38
26, 25, 23, 34, 32, 15, 28, 6, 1, 10, 5, 27, 30, 36, 19 69.58 12.91
a Date are presented as %

5. Discussion
The results presented here expand upon our previous 

work (17) using electrovestibulography (EVestG) as a nov-
el diagnostic technique, which can noninvasively detect 
and record vestibulo-acoustic potentials, predominantly 
vestibular-driven field ones. In the current study, the re-
sulting features demonstrated good specificity and sen-
sitivity to diagnose several key psychiatric illnesses in a 
difficult 4-way classification problem. Differentiating 
between psychiatric conditions is a major challenge. As 
an initial step towards clarifying diagnoses, we were in-
terested in whether features, as measured by EVestG, it is 
possible to differentiate various mental illnesses. This ca-
pacity to separate different psychiatric diagnostic groups 
is demonstrated (Figure 4). The fact that the results were 
based on a 10-fold cross validation, ensures the robust-
ness of the results and removes the bias and over fitting 
problems of the small sample size. These robust results 
are very encouraging, particularly when differentiating 
difficult diagnoses such as BPD and MDD. Basco (27) re-
ported that in one-half of their cases studied, there was 
disagreement between the DSM-III and the routine clini-
cal diagnosis. However, the stringent application of DSM-
III structured clinical interviews [SCID] together with a 
detailed medical history over a three-hour interview led 
to 90% diagnostic sensitivity and specificity. The model 
of pathways involved in psychiatric and vestibular symp-
toms in detailed in our previous publication (3). EVestG 
features may be mediated by disruptions in emotion pro-
cessing centers, involving the parabrachial nucleus and 
locus coeruleus, linked with central or even peripheral 
parts of the vestibular system. The use of a 10-fold cross 
validation technique indicated that all clinical separa-
tions remained coherent with diagnostic values close to 
70%, suggesting that the EVestG technique is potentially a 
valid and clinically useful diagnostic tool.

Vestibular stimulation in humans has been shown to in-
duce activity in three brain regions of hippocampus (HC), 
retrosplenial cortex, and parietal lobe (14, 20-28). These 
are among regions consistently reported to have abnor-
mal findings in MDD and SCZ when compared to healthy 
controls (14, 28-38). See (3) for a review. Some studies re-
ported that these regions had reduced gray and/or white 
matter volumes (34, 39), and/or altered blood flow (35-37)

There are known associations between the vestibular 
system and the HC, particularly the dorsal (posterior) 
segment (40). It has been shown in both small animals 
and humans that vestibular stimulation directly acti-
vates head direction and place cells within the dorsal HC 
(41-43). Not surprisingly, it has also been demonstrated 
that vestibular compromise directly relates to reduced 
spatial memory and navigation (12, 13, 41) and cognitive 
skills have been shown to be related to the dorsal HC 
(44-46) specifically place cells (41). Comorbidity between 
vestibular and psychiatric disorders is underestimated, 
untreated, and may result in a chronic status and poor 
quality of life (47). The dorsal HC is a vulnerable region 
in the context of psychiatric disorders, specifically de-
pression and SCZ, and particularly in those who are treat-
ment-resistant (34), i.e. their symptoms do not respond 
appreciably within a given time across at least three types 
of medications. The dorsal HC is rich in serotonin recep-
tors, and a major target of antidepressants, so a smaller 
dorsal HC provides fewer (if any) targets for the medi-
cation to act on. By contrast, the anterior thalamus has 
been implicated in vestibular-HC models (48); damage to 
this region does not alter the vestibular-HC relationship 
for vestibular stimulation and increased cell firing in the 
HC, retrosplenial region, or parietal lobe (49, 50). How-
ever, it is not implicated in models of depression or SCZ. 
The features extracted from the average field potentials 
and their interval-firing pattern (the outputs of the NEER 
algorithm) statistically separate the groups from each 
other. Our hypothesis is that EVestG is an index of the in-
tegrity of brain regions related to psychiatric disorders. 
If one of those regions is damaged (e.g. HC), the EVestG 
signal would be different with people with no damaged 
HC (e.g. /i.e. healthy controls with no history of psychiat-
ric disorders). Our group showed that the HC volume sig-
nificantly reduced in patients with MDD compared with 
healthy controls, specifically in the dorsal region, but this 
reduction was even greater in those with SCZ (34). Our 
results indicated a greater statistical difference between 
SCZ and healthy controls than between MDD and healthy 
controls, which is consistent with our hypothesis. As a 
further example, we found that white matter integrity 
is reduced only in the parietal lobe (one of the three re-
gions reported to be directly related to vestibular stimu-
lation) in those who developed MDD after experiencing a 
mild traumatic brain injury (51).

Projecting from the hippocampus, retrosplenial cortex 
(Brodmann Areas of 26, 29 and 30) is considered a part of 
the posterior cingulate gyrus, a region central to mem-
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ory performance, which is compromised in psychiatric 
disorders, such as MDD, BPD and SCZ (52). More specifi-
cally, the cingulate and retrosplenial regions are major 
components of the dorsomedial limbic cortex (53). The 
cingulate gyrus extends anteriorly into the prefrontal 
regions and then inferiorly into the orbitofrontal region, 
and is also a major intersection for frontal lobe connec-
tivity and implicated in conventional models of psychi-
atric disorders (54, 55). It is interesting to look at 36 fea-
tures listed in Table 1 and note that 17 of the 36 relate to 
the Static minus Dynamic (S-D) measures, 8 to a different 
baseline condition (BGi-RTC BGi), 1 to a resting condition 
difference (BGi) and the remaining to acceleration/decel-
eration measures. A similar spread applies to the six and 
13 features selected in Methods 1 and 2. The direct asso-
ciation between the features and specific physiology is 
beyond the scope of this paper. However it is interesting 
for future researches to investigate a possible association 
between vestibular stimulation and long-term poten-
tiation in the HC and significantly different resting state 
observed before a tilt and before returning from a tilt to 
the beginning position (BGi-RTC BGi). Second, it would 
be interesting to investigate whether there is a signifi-
cantly different change in response (S-D) in some pathol-
ogy due to interplay of excitatory and inhibitory inputs 
from many sources. Speculatively, it is possible that the 
selected features are reflections of different waveform 
shapes and neuronal firing patterns in different brain re-
gions related to vestibular stimulation. The features may 
be therefore specific to the brain regions and the type of 
cell firing within a specific brain region. For example, one 
feature may reflect head direction cell firing in the dorsal 
HC, whilst another represents place cell firing. A study 
administering vestibular stimulation by simultaneously 
acquiring intracranial recordings in various cell types 
within the three regions known to respond to vestibular 
stimulation and measuring cell firing from a control re-
gion (i.e. one that is not expected to respond to vestibu-
lar stimulation) would be a method to investigate this. 
Another possibility is that each feature represents a spe-
cific frequency band of power within each cell firing; this 
could be investigated by conducting fast Fourier trans-
formations on the data acquired in the study described 
above and then investigating for phase synchronization 
between the intracranial recordings and the EVestG sig-
nal. For our future studies, we are planning to acquire 
visuo-spatial performance, MRI and EVestG data at rest 
and during vestibular stimulation, so that we can further 
assess the association between EVestG and psychiatric 
disorders more precisely.

It is likely that EVestG would show even greater diag-
nostic capability when tested on larger sample size, in-
cluding a blind study; thereby, building on the current 
study results. There are a number of directions for future 
researches, such as investigating whether the central 
limbic function affects measured signals in the ear, and 
if so, determining if this is via efferent innervation of 

the ear or some other routes. Other lines of query could 
address whether the signals measured in the ear are di-
rectly affected by genetic or behavioral manifestations 
of neuropsychiatric disorders, either directly via altered 
gene expression or indirectly via humoral or immune 
influences. We did not examine any probable differences 
in the EVestG results between patients on and off medi-
cation (any of the patient groups who were, or were not, 
taking medication) because the samples were too small 
to compare. We also did not control for the type and 
dosage of medications. Our future efforts would aim to 
address this in larger samples. The current study builds 
upon previous research by demonstrating a 4-way sepa-
ration between clinical psychiatric groups and control 
subjects using EVestG features. Future studies should 
use larger samples and utilize multimodal imaging to 
further explore the neurophysiological underpinnings 
of EVestG and expand upon the known connections be-
tween psychiatric and vestibular symptoms. In addition, 
multicentre trials and ‘blinded’ prospective studies are 
needed to validate the potential of the measured features 
as surrogate features for psychiatric diagnoses. This di-
agnostic tool may well assist mental health clinicians to 
more confidently and accurately diagnose psychiatric 
illnesses, thereby facilitating earlier treatments and op-
timally better outcomes.
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