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Abstract

Alzheimer disease is one form of dementia in old age. Alzheimer disease, the incurable disease, which is usually in the seventh
decade of human life, shows its symptoms. The disease may be present for years without clinical symptoms. The current study
identified the genes with altered expression in patients with Alzheimer disease. The important sequence of each gene in Alzheimer
disease was found and introduced as a biomarker of this disease. The present study used microarray libraries related to Alzheimer
disease. Finally, the data were weighted using 10 data mining methods, including methods such as support vector machine (SVM),
deviation, information gain ratio and the Gini coefficient. Sequences with least two algorithm weights above 0.5 were selected as
the most important sequences. Then, a neural network algorithm (neural net, auto multilayer perceptron and perceptron) was run
on 11 data bases from the weighted perceptron algorithm, resulting in a careful 97% best performance.
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1. Context

In recent years, extensive links between various fields
of knowledge are observed, especially in the fields of data
mining and different sciences. Data mining is related to
different sciences in a wide variety of areas. Fraud de-
tection, pattern recognition, natural language processing,
data mining and bioinformatics are among some issues
that have a wide link with data mining. In the field of
medical sciences, diagnosis, prognostic and treatment re-
sponse rate of treatment procedures are evident examples
of using data mining in medicine. Given the importance of
Alzheimer disease and the absence of a definite treatment
for this disease, it was decided to use data mining tech-
niques to identify hidden patterns in effective genes in-
volved in the incidence of the disease. In the current study,
data mining techniques had an important role in identi-
fying and extracting the repetitive patterns and their im-
portance in the incidence of this disease. The aim of the re-
search sample was to help understand better and prevent
the development and spread of diseases such as Alzheimer
disease, which has no definitive method of treatment.

1.1. Alzheimer

This disease was described for the first time in 1906 by
Alois Alzheimer, a German psychiatrist and neuropatholo-
gist, by observing the pathological features of the disease

in the brain pathology of a patient diagnosed with ver-
bal and behavioral disorders (1). These disorders are of-
ten observed in people over 65 years (2). But the rare early
Alzheimer disease may be happen much sooner (3). Al-
though, the progression of the disease is different among
people, there are general symptoms for this disease, (4)
early stages of Alzheimer are confused with the symptoms
of aging and even stress (5). The usual symptom in the early
stages is barely remembering of the most recent events,
if someone is suspected of Alzheimer disease the person
is checked with tests which assess the behavior and abili-
ties of the person and after that with the person is checked
with brain scan (6). With the progression of the disease, pa-
tient has signs such as confusion, touchiness, attack, mood
swings, speech problems and loss of the long term mem-
ory. By decreasing patient’s tolerance, he avoids family and
society (5, 7). Gradually, physical performance is lost and
it causes death (8). Since outburst of the disease is differ-
ent from person to person, predicting the effects is diffi-
cult. Before this disease becomes apparent, it progresses
for long time and it may even progress for years without
any recognition. The average life span after diagnosis is
seven years (9). The current treatments decrease the signs
of the disease and there is not a treatment to stop the pro-
cess of the disease (10). Since it does not have a definite cure
the patients rely on the others and the disease has effects
on the structure of the society (11). Alzheimer in the devel-
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oped countries is one of the most expensive diseases of the
society (12, 13).

1.2. Review of the Literature

The conducted researches on the data mining and
Alzheimer with the classification method started in 1990
and still persist. The current study refers to the con-
ducted researches such as the classification based on
the neural network of perceptual, natural condition, in-
sane, Alzheimer and vascular dementia from single pho-
ton emission by tomography data of computed image of
the brain conducted in 1995. The current study aimed
to classify and identify the three groups of patients with
Alzheimer disease, patients with mental decline and the
healthy elderly people. The obtained results showed that
the artificial neural network method had effects on the di-
agnosis of brain images and other areas (14).

2. Evidence Acquisition

2.1. Methods

First, experiments relevant to the subject matter con-
ducted by the microarray method were collected to build
the corresponding database, since the databases for data
mining models should be prepared based on the microar-
ray method. Then, the appropriate microarray libraries
to the subject under study were searched. For this pur-
pose the national certification board for Alzheimer care
(NCBAC) website was visited. Alzheimer disease was the
subject of the study.

Among the libraries found in the search, five libraries
had the desired conditions. Each of them is described in
Table 1 respectively.

To normalize the data, it was necessary to transfer them
into Expression Console software. The reason for normal-
ization is that normally these data contain some noise, the
data should be normalized to remove the noise resulted
from the light intensity during the test. Remote method in-
vocation (RMI) algorithm was used for normalization. RMI
algorithm (robust multi-array average: RMA) is a power-
ful linear model in probe levels to minimize the effect of
affinity difference between specific probes. This approach
increases the sensitivity to small changes in test and con-
trol samples. RMI is a multi-chip and parallel approach;
therefore, all intended arrays for comparison should be in-
cluded together in the summarization stage (last stage).
Then all of the five test data were normalized and pre-
pared to compare sick and healthy samples. In the next
stage, the test was designed. In this stage, Bayes T. was
conducted on each sample vs control sample and the al-
gorithms can be categorized, compared and performed

according to the method proposed in the paper. Bayes
test is conducted in a way that a comparison should be
made between two groups. Here, two groups of sick and
healthy were compared to identify the gene changes after
being diagnosed with Alzheimer disease. Then, the infor-
mation related to the annotation of each gene taken from
the valid data bases was collected. The information was
prepared to transfer into the RapidMiner software by ob-
taining the sequence of each gene. In this step, the 10-
feature selection (weighting) algorithm was applied on the
data, the implementation of these algorithms was done in
the RapidMiner software and as a result, the feature selec-
tion method was briefly represented in each; for more in-
formation refer to the following networks (15).

2.2. Neural Network

An artificial neural network (ANN), usually called neu-
ral network (NN), is a mathematical or computational
model inspired by the structure and functional aspects of
biological neural networks. A neural network consists of
an interconnected group of artificial neurons, and it pro-
cesses information using a connectionist approach to com-
putation (the central connectionist principle is that men-
tal phenomena can be described by interconnected net-
works of simple and often uniform units). In most cases an
ANN is an adaptive system that changes its structure based
on external or internal information that flows through the
network during the learning phase. Modern neural net-
works are usually used to model complex relationships be-
tween inputs and outputs or to find patterns in data (16).

2.3. Perceptron

The perceptron is a type of artificial neural network
invented in 1957 by Frank Rosenblatt. It can be seen as
the simplest kind of feed-forward neural network: a linear
classifier. Besides all biological analogies, the single layer
perceptron is simply a linear classifier which is efficiently
trained by a simple update rule: for all wrongly classified
data points, the weight vector is either increased or de-
creased by the corresponding example values. The coming
paragraphs explain the basic ideas about neural networks
and feed-forward neural networks (16).

2.4. MLp

A multilayer perceptron (MLp) is a feed-forward arti-
ficial neural network model that maps sets of input data
onto a set of appropriate output. An MLp consists of mul-
tiple layers of nodes in a directed graph, with each layer
fully connected to the next one. Except for the input nodes,
each node is a neuron (or processing element) with a non-
linear activation function. MLp utilizes back propagation
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Table 1. Downloaded Micro-Array Libraries

The Sampled Region Sample Number Study Item Year Series

Sick Control

Hippocampal genes 22 9 Alive human 2004 GSE1297

Entorhinal cortex 10 10 Alive human 2006 GSE4757

Hippocampal genes 22 88 Alive human 2011 GSE28146

Hippocampal genes 8 8 Alive mice 2012 GSE32536

Temporal cortex - Frontal cortex - Hippocampal 32 47 Alive human 2013 GSE6980

for training the network. This class of networks consists
of multiple layers of computational units, usually inter-
connected in a feed-forward way. In many applications the
units of these networks apply a sigmoid function as an ac-
tivation function (16).

2.5. Neural Net

A feed-forward neural network is an artificial neural
network where connections between the units do not form
a directed cycle. In this network, the information moves
in only one direction, forward, from the input nodes,
through the hidden nodes (if any) to the output nodes.
There are no cycles or loops in the network. To use a more
sophisticated net, the neural net should be used (16).

3. Results

By applying the feature selection algorithms on the
data, more important sequences were identified. By apply-
ing the 10-feature selection algorithms on 1092 sequences,
23 sequences which had more than 5/0 weight in two al-
gorithms were identified to be more important than other
sequences. The results of each weighting algorithm or fea-
ture selection were as follows:

After performing 10-feature selection algorithms, the
number of sequences with 5.0 more weight in at least
two algorithms was identified as the most important
sequences. Among these sequences, TGCCCC, AGCCTG,
AATTG, GAATAT and AAATTG sequences with eight times
repetition were identified to be the most important se-
quences.

3.1. Output of Neural Net Algorithms

Table 2 reviewed performance of the neural net algo-
rithm; the best performance related to perceptron algo-
rithm on uncertainty database; the worst performance re-
lated to the neural net algorithm with 0.7 value on devia-
tion database; the performance of auto MLP algorithm on
all of the databases were identical and good.

The output of the neural network algorithms in Table
3 reviewed the performance of the algorithms of the neu-
ral networks. Perceptron algorithm with 0.97 had the best
performance. Neural net algorithm with 0.74 among three
algorithms had the lowest performance. On average, auto
MLp algorithm had the best performance and neural net
had the lowest performance.

4. Discussion

Alzheimer disease is the most important degenerative
brain disease which can be equally observed in both gen-
ders. It appears both hereditary and accidentally. The
accidental kind is most common and the most common
cause for it is the effect of unknown environmental and
metabolic factors (17). The increasing rates of Alzheimer in-
cidence is warning, which is becoming a social concern of
many countries [6, 8]. In America, this disease is consid-
ered as one of the ten causes of mortality. In a study re-
cently conducted in Hopkins university, it was estimated
that in 2050 from each 85 individuals from the earth pop-
ulation, one will be diagnosed with Alzheimer disease (18).
Micro-array technology is a very powerful method provid-
ing the opportunity to study the expression of thousands
of genes simultaneously and identify thousands of pro-
tein interactions (19). This technology has two major sub-
categories: DNA possibility and protein. Using DNA micro-
array provides the micro-array to study the expression of
thousands of genes simultaneously. The aims of such gene
analyses are as follows:

First: How to explain the effect of any single gene on
other genes; second: How the gene is expressed in healthy
and diseased cells. For example, different types of cancer
have similar morphologic symptoms, therefore, direct di-
agnosis methods can be provided by using gene expression
data.

On the other hand, protein array is a kind of measur-
ing method to help medical experts with measuring and
existence of proteins in the biological samples including
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Table 2. Output of Neural Net Algorithms

Data Base Auto MLp Neural Net Perceptron

Uncertainty 0.9 0.9 1.0 0.9

SVM 0.9 0.9 0.9 0.9

Rule 0.9 0.9 0.9 0.9

Relief 0.9 0.9 0.9 0.9

PCA 0.9 0.9 0.8 0.8

Info gain ratio 0.9 0.9 0.8 0.8

Info gain 0.9 0.9 0.9 0.9

Gini index 0.9 0.9 0.9 0.9

Deviation 0.9 0.7 0.8 0.8

Table 3. Output of Neural Net Algorithms

Algorithms Average Best Performance Lowest Performance

Auto MLp* 0.89 0.94 0.86

Perceptron 0.88 0.97 0.8

Neural net 0.86 0.89 0.74

blood (19). Analyzing gene expression and its changes
are affected by factors such as: treatment, pathogens and
cell damage (20). Since 1998, researches are conducted by
micro-arrays on Alzheimer disease and as an example, a
study entitled “gene expression profiles of multiple genes
in single neurons of Alzheimer disease (9)”, is the genotype
of a cell’s genetic makeup, an organism or an individual
with an indication to a certain preferred features. In this
research Northern blot, dot-blot and transcriptase along
with analyzing reverse polymerase chain reaction showed
altered levels of expression in several messages in the brain
of individuals diagnosed with Alzheimer disease. Since
all the cells are not affected by this disease; the method
can clearly study the changes regarding the disease in
the individual’s cells. The current study aimed to iden-
tify the biomarker, first, using the pre-prepared samples
taken from different areas of the brain of those affected by
Alzheimer disease, using the RMA algorithm, the samples
were normalized and then by designing tests to compare
healthy samples with control samples, genes were identi-
fied with change in their expression. These tests were de-
signed with Flex Array software and Bayes test, a powerful
algorithm to compare the two groups, was used to iden-
tify the genes with change in their expression. Due to the
large number of obtained results, and to increase the accu-
racy of the test, results were limited to values with change
in expression more than 5.1 and less than 5.1. Identifying
these biomarkers is important in the way that they accel-

erate disease diagnosis process and in many cases inhibit
disease incidence in the individual and its progress with
preventive actions.

The important effect of amyloid beta precursor pro-
tein, PAZ, kinase and microglobulin genes in Alzheimer
disease was validated in the previous researches too. In a
research conducted in 2001 in Saint Mateu, California, on
Alzheimer disease, 31 genes had an over expression and 87
genes had a down expression which was completely con-
sistent with the current study samples and some of the un-
known genes were also added to the list of genes that previ-
ously had a role in the incidence of Alzheimer disease (21).

In this research, some Xist genes were observed be-
tween the genes with over expression or down expression,
which did not observe in the results of the previous stud-
ies and it showed the effect of these genes on the inci-
dence of this disease. According to the differences in the
samples and the disease intensity between the used sam-
ples in the current study and other studies, differences in
the intensity of expression are shown. In a research con-
ducted in 2001, researchers identified Alzheimer biomark-
ers in a few mice (22), and again it had common results
with the current study to an extent. However, it was nec-
essary to find more accurate and more reliable results to
conduct the current study on human samples and with
sampling of different brain segments. In the current study,
as already expressed, samples included humans and mice
with different disease intensity and male and female gen-
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der and also different regions in the brain including, tem-
poral and frontal and hippocampal brain cortexes which
presented comprehensive results which no study had con-
ducted to this extent. Early studies similar to the current
study worked on a certain cortex of the brain or a certain
sample, such as dead or alive human and/or mouse. That
is the reason the current study results were more com-
prehensive than those of other studies, and genes besides
the previously identified samples were added to the list
of biomarkers. In 2004, a study entitled: “micro-array
analysis in Alzheimer disease and normal aging” identi-
fied genes with expression change by sampling brain cor-
tex. The results of this experiment was consistent with the
obtained results of the current study; for example, beta,
actin, L21 ribosomal protein, eukaryotic translation initi-
ation factor 5A, neuronal thread protein genes in the cur-
rent study were introduced with the highest (21), but not
the low expression; therefore, only slight differences ex-
isted in gene expression level which was normal accord-
ing to the differences in the samples. The current study ex-
amined five libraries regarding the Alzheimer disease; in
each of these tests, the specific regions of the brain were
tested. This shows that extensive results were obtained. Af-
ter conducting the experiment on each of the five libraries
and comparing normal and defective genes in different
cortical layers of the brain, between samples with differ-
ent disease intensity, it was observed that a few genes in
these tests were common. After removing all the iterations
and after obtaining all the test results from the library, it
was found that genes with over expression had the most
changes, as shown in the tables below. After integrating
all the test results and removing the repeated results, five
genes were identified with over expression, shown in the
Table 4. In the table, the over expression of Xist gene at
X-inactive specific transcript can be observed with 8.68652
change in value.

Table 4. List of Genes With the Highest Over Expression

Probe Set ID Gene Name Fold Change

235446-at XIST X-inactive specific transcript 8.68652

221728-x-at XIST X-inactive specific transcript 5.361924

224588-at XIST X-inactive specific transcript 4.702068

243712-at XIST X-inactive specific transcript 4.330641

33323-r-at SFN 3.823175

214218-s-at XIST X-inactive specific transcript 3.73422

1565483-at EGFR 3.626728

224589-at XIST X-inactive specific transcript 3.181633

This method was followed to find the highest levels of

decrease in expression. They were identified after the inte-
gration of the results of all tests and removing duplicate re-
sults of five genes with the highest decrease in expression,
shown in Table 5. In the table it can be observed that the
highest decrease in expression belonged to 2A5COL gene
with low rates of 4.561804 negative changes.

Table 5. Genes with the Lowest Expression

Probe Set ID Gene Name Entrez Gene Fold Change

221730-at COL5A2 1290 -4.561804

221805-at NEFL 4747 -4.432566

221729-at COL5A2 1290 -4.353842

203798-s-at VSNL1 7447 -4.080669

213436-at CNR1 2159 -3.972829
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