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Abstract

Objectives: To test a novel neural network prediction model for prostate cancer based on age, rectal examination, prostate specific
antigen (PSA) and prostate volume.
Methods: 572 men who underwent trans-rectal ultrasound guided prostate biopsy from February, 2013 to September, 2014 partici-
pated in the study. Prostate configuration based on digital rectal examination, serum PSA level, and prostate volume were recorded.
Pathologic outcomes were categorized in two groups: adenocarcinoma vs. noncancerous reports. A multi-layer perceptron (MLP)
neural network was designed in which total PSA, free PSA, age, rectal examination results and prostate volume were vectors.
Results: 566 men with the average age of 65.9 ± 8.6 years. Average total and free PSA levels were 19.77 ± 50.03 ng/mL and 2.46 ±
8.36 ng/mL respectively. Average free to total PSA ratio was 14.68± 11.24%. Prostate size was 58.58± 31.64CC on average. Age, total PSA,
prostate volume and abnormal DRE were correlated with prostate cancer at biopsy, and the most powerful of all was abnormal DRE
with odds ratio of 0.12. Neural networks were formed on a 3-layer perceptron and finally a network of 6 entry, 9 middle, and 2 output
nodes was selected with the learning rate of 0.05. The Correct prediction rate for the model was 85.3%.
Conclusions: It seems that our three-layer perceptron neural network model proves better results than the logistic regression
model in predicting the presence of prostate cancer based on total and free PSA, DRE result, prostate volume and age.
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1. Background

As in other parts of the world, prostate cancer is among
the top three visceral cancers in Iran and accountable for
cancer specific deaths as well (1). Prostate cancer is believed
to be a slow evolving disease with few markers that make
early diagnosis possible. Over the past decade prostate
cancer has led to many unnecessary invasive diagnostic
and therapeutic procedures, imposing both financial and
health wise burdens on society (1, 2). This situation may in
part be due to uncertain cut off points and unavailability
of complementary tests such as prostate cancer antigen 3
(PCA3). Both PCA3 and, to a lesser extent, a 4k-panel have
added value to the digital rectal examination (DRE)- based
on European Randomized Study of Screening for Prostate
Cancer (ERSPC)risk calculator in detecting prostate cancer
in prescreened men (3).

Recently, it has been indicated that the stepwise in-
crease in prostate specific antigen (PSA) from the first day
of testing predicted a 3.57 fold increased risk of prostate
cancer, and 2.16 fold increased risk of prostate cancer mor-
tality (4). PSA isoforms and PSA kinetics have also been as-
sociated with more aggressive phenotypes, but are not rou-

tinely employed as part of prediction tools prior to treat-
ment (5).

On the other hand, PSA density has discriminative pre-
dictive power for prostate cancer. It has similar sensitiv-
ity but greater specificity compared to using total PSA, DRE
and the ratio of free to total PSA (PSA f/t) (6). In patients
with clinically localized prostate cancer and PSA amount
from 4 to10 ng/mL, lower PSA f/t was significantly associ-
ated with tumor extracapsular extension, other adverse
pathologic features and with biochemical recurrence at
the long-term follow-up (7). Another trial showed that both
PSA density and PSA transition zone density had significant
predictive values in discriminating prostate cancer. Fur-
thermore, it was shown that PSA transition zone density
had the strongest predictive value (8).

These findings clearly show the need to an integrated
model for the prediction of prostate cancer risk. Therefore,
along other applications of neural networks in analyzing
data pertaining to prostate cancer, we have tried to test a
novel neural network prediction model based on age, rec-
tal examination, PSA level and prostate volume specifically
in Iranian men.
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Prior studies have investigated the probability and es-
tablished the efficacy of artificial neural networks in can-
cer detection in many diseases including breast cancer and
prostate cancer (9) with the hope of forming a multivariate
model which will be able to answer the critical question:
whether or not to perform the prostate biopsy (10). Un-
necessary biopsies could yield high complication rates (11)
including infections, sepsis, consecutive hospitalizations,
and complications. Such consequences are major draw-
backs for the urologist (2).

Historically, many indicators such as density, zone spe-
cific density, velocity, even ultrasound features such as elas-
ticity and echo texture have been used to assist modeling a
disease prediction neural network for prostate cancer (12),
but none have been yet recognized as the reliable source
for replacing the simple clinical decision making (13).

2. Methods

Patients: 572 consecutive men who were referred
for trans-rectal ultrasound (TRUS) guided prostate biopsy
from February, 2013 to September, 2014 were enrolled. Sub-
jects were referred to as a result of abnormal prostatic ex-
amination (DRE) or raised serum PSA with alarm signs con-
sidering international guidelines.

Ethical consideration: Informed consent was obtained
from each patient and all participants were assured that
their information and corresponding pathology results
will be used only in clinical research.

Patient age, total and free PSA, digital rectal examina-
tion result which was either recorded as normal or ab-
normal, and prostate volume (according to TRUS) were
recorded anonymously.

All patients were examined by one urologist and when
the shape of the prostate was asymmetrical, a prominent
nodule was detected or when prostate became hard or
stony, DRE was recorded as abnormal.

TRUS guided biopsies were performed in two wards
of urology and radiology in Shohada-e-Tajrish hospital
and all individuals underwent 12-coreneedle biopsy. One
histopathology center was responsible for reporting all the
specimens. Unfortunately, 6 patients were excluded from
the study due to the failure to follow up. Using SAS and
MATLAB a logistic regression was performed to validate
the correlation between the above mentioned factors and
biopsy results. Pathologic outcomes were categorized in
two groups: adenocarcinoma labeled as cancerous versus
all other reports which were labeled as non-cancerous. The
cut-off point of 0.05 was considered for statistical signifi-
cance.

2.1. Artificial Neural Network

It is in fact a simulation of the human brain via model-
ing the neurons in which each neuron works as a process-
ing unit. Multi-layer perceptron (MLP) neural network is
one of the most widely used types of networks and its struc-
ture includes several layers (input, hidden and output lay-
ers) and in each layer a number of activity nodes and func-
tions are defined. The output of each layer is calculated us-
ing the sum of the weighed coefficients in that layer and is
sent to the next layer via an activity function. There are var-
ious methods and algorithms for finding the weights, but
in the MLP network, the back propagation (BP) algorithm is
used. Additionally, the activity function in the neural net-
work models is similar to link functions in the generalized
linear models. As examples of the activity functions the sig-
moid and the hyperbolic tangent functions can be men-
tioned. In a general and simple case in an MLP with one
hidden layer, the output value of the ith unit can be calcu-
lated as follows:

Equation 1.

(1)yi= f2
(
β +

∑p

k=1
Wkf1

(
βk +

∑m

j=1
XijWkj

))
where n is the number of observations, p is the num-

ber of nodes in the hidden layer, m is the number of nodes
in the input layer (the number of independent variables),
wkj is the weight of the input xij in the kth node, wk is the
weight of the kth node, β0 and βk

0 are the bias values of
the output and hidden layers respectively. Also, f1 and f2

are the activity functions of the hidden and output layers
of the network, respectively.

Total PSA, free PSA, age, rectal exam result and prostate
volume were vectors, and different weight allocations re-
sulted in different networks and prostate pathology re-
sults (cancerous vs. non-cancerous) were used as the out-
put (14).

3. Results

Overall, 566 men were enrolled with the average age of
65.9±8.6 years, the youngest being 39 and the oldest being
88 years old. The average total and free PSA levels were 19.77
± 50.03 ng/mL and 2.46 ± 8.36 ng/mL, respectively with
average free to total PSA ratio of 14.68 ± 11.24 %. Prostate
size was 58.58 ± 31.64CC in average. Reports of pathology
results are summarized in Table 1. The variables are demon-
strated in Table 2 with P value calculated for each one sep-
arately.

From 276 patients with normal DRE, 195 (70.7%) were
in non-cancerous group and from 289 patients with abnor-
mal DRE, 242 (83.7%) patients who had prostate cancer; the
p value of Chi-square test was < 0.001.
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Table 1. Distribution of Pathology Results in Patients Who Underwent TRUS Guided
Biopsy

Pathology Result No %

Adenocarcinoma 324 57.2

ASAP 4 0.7

BPH 141 25.0

Chronic inflammation 64 11.3

HG-PIN 2 0.4

Negative for malignancy 31 5.4

Total 566 100.0

Abbreviations: ASAP, Atypical Small Acinar Proliferation, BPH, Benign Prostate
Hyperplasia; HG-PIN, High Grade Prostatic Intraepithelial Neoplasm.

Logistic regression confirmed that age, total PSA,
prostate volume and abnormal DRE were correlated with
prostate cancer in biopsy; the most powerful of all was ab-
normal DRE with odds ratio of 0.12 that means the proba-
bility of detecting adenocarcinoma in patients with abnor-
mal DRE is 88%. However, other odds are calculated per one
unit increasing in age, PSA and prostate volume (Table 3).

Neural networks were formed on a 3-layer perceptron
comprising 1 to 12 middle layer nodes with threshold of
0.80-0.95, learning rate of 0.01 - 0.40, and sigmoid func-
tion. Regarding 12 probable structures, 107 models were
processed and finally a network of 6 entry, 9 middle and
2 output nodes was selected with the learning rate of 0.05,
and using back propagation it achieved prediction rate of
85.3 %, under receiver operating characteristic (ROC) curve
area of 0.9 - 1, wrong prediction rate of 14.7% and the net-
work information criterion of 684.29.

When the neural network model was compared to the
logistic regression model, areas under the ROC curve were
0.885 and 0.901 respectively. Correct prediction rates were
85.3% for network and 81.2% for regression model (Table 4).

4. Discussion

After testing the relationship between the input pa-
rameters and prostate cancer, these variables were used for
creating a logistic regression and a neural network model.
Correct prediction rates were greater in neural network
guesses compared to the logistic regression model.

The collection of samples from the population of men
who referred for prostate biopsy might potentially lower
the reliability of our study because the probability of non-
cancerous biopsy was lower in our participants compared
to the general population. Nevertheless, all results men-
tioned above are statistically significant; therefore, they
could be applicable in general populations. One should
have in mind that biopsy is too invasive to be performed
on volunteers without indication so we had to gather sam-
ples from men who were referred for biopsy.

Cancer detection rate for PSA and DRE screening seems
to be different among various ethnicities, for instance it
has been reported between 4 to 40% for the same cut-off
point of PSA concentration (15, 16). As stated by Pourmand
et al. it seems to be about 3.8 % at 2 ng/mL for Iranians.
Such studies emphasize that positive predictive value for
such tests increases with age thus rendering the decision
whether or not performing a biopsy is a complex question.

Historically, prostate biopsy would be performed in
case of PSA rise but biopsy complications, regardless of
morbidity and costs, made urologists reconsider the flow
chart of prostate cancer screening and evaluation and PSA
velocity, peripheral or central zone specific PSA density,
free to total PSA ratio, etc. have been developed, but regard-
ing biopsy complications, a definitive tool for patient selec-
tion is lacking.

In our study we used age, total and free PSA and DRE
results beside prostate volume as main measures on which
the network would be trained.

Like many other multi-factorial disease, there has been
significant use of neural networks with the aim of amelio-
rating positive predictive value of prostate cancer screen-
ing. There has been an effort in Iran by Ghaderzadeh et al.
few years ago, albeit there is not any reliable version of clin-
ical decision support system available for Iranian physi-
cians.

According to the results of correct prediction rate by
two models and the area under ROC curve, it seems that
our 6/9/2 nodes three-layer perceptron neural network
proves better results in comparison with the logistic re-
gression model in predicting the presence of prostate can-
cer based on total and free PSA, DRE result, prostate volume
and age, which are factors accepted worldwide in the as-
sessment and selection of patients for prostate biopsy.
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Table 2. Descriptive Statistics of the Variables

Variables Range Mean SD P Value

Age, y 39 - 88 65.99 8.61 < 0.001

Total PSA, ng/mL 0.2 - 620 19.77 50.03 < 0.001

Free PSA, ng/mL 0.05 - 107 2.46 8.36 0.090

free/total PSA, % 0.9 - 98 14.68 11.24 < 0.001

Prostate volume, cc 5.1 - 272 58.58 31.64 < 0.001

Abbreviations: PSA, Prostate Specific Antigen; SD, Standard Deviation.

Table 3. Logistic Regression Results with Odds Ratio for One Unit Increasing of Variables

Variables OR SD 95% CI P Value

Age 1.08 0.016 1.05 - 1.12 < 0.001

Total PSAd 1.06 0.017 1.02 - 1.09 < 0.001

Free PSA 0.98 0.029 0.93 - 1.04 0.694

Prostate volume 0.97 0.005 0.96 - 0.98 < 0.001

DRE 0.12 0.255 0.07 - 0.19 < 0.001

Abbreviations: CI, Confidence Interval; DRE, Digital Rectal Examination; OR, Odds Ratio; PSA, Prostate Specific Antigen; SD, Standard Deviation.

Table 4. Values of Sensitivity, and Specificity Areas Under the ROC Curve and Correct Percentage of the Predictions for Comparing Logistic Regression and Neural Networks
Models

Model Sensitivity, % Specificity, % Area Under Curve Correct Percentage, %

Logistic regression 81.2 69.1 0.885 81.2

Neural network 83.9 71.3 0.901 85.3

Abbreviations: ROC, Receiver Operating Characteristic.
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