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Abstract

Background: Breast cancer is the first cause of cancer-related deaths among women in Iran.
Objectives: The aim of the present study was to compare the traditional statistical analysis and data mining technique as the
research methods for identifying the prognostic factors regarding the survival time of patients with breast cancer. Decision tree
method is one of the predictive models that used in the medical field. The most used algorithms are classification and regression
trees (CART), the quick, unbiased, efficient statistical tree (QUEST), Chi-square automatic interaction detector (CHAIDs) algorithm,
and the C5.0 algorithm.
Methods: We used data for 438 patients, who were referred to cancer research center in Shahid Beheshti University of Medical Sci-
ences. The patients were visited and treated during 1992 to 2012 and followed up until October 2014. The data were analyzed by
regression logistic and decision tree method. Six measures for evaluation of predictive performance of different models were used.
Results: The C5.0 algorithm performed better than CHAID, QUEST, CART algorithms, and the logistic regression in predicting breast
cancer survival. The multiple logistic regression results indicated that the factors of age at diagnosis, histologic grade, axillary
lymph node status, and type of surgery were statistically significant with regard to the probability of death in patients with breast
cancer. Moreover, based on C4.5 they reported that tumor size, age of menarche, hormonal therapy, axillary nodal status, and histo-
logical grade are the most prominent variables.
Conclusions: The more precise methods can identify the more accurate predictors. The decision tree method was able to predict
the probability of death more accurately compared with the conventional logistic regression. Some improvements for classical
classification tree such as boosting and bagging have been developed in order to obtain better predictive performance. We suggest
that the modern classification tree method in the breast cancer context be the focus of future studies.
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1. Background

Breast cancer is the most diagnosed cancer among
women worldwide (1). Overall, there are 1.67 million new
cases and 0.52 million deaths all around the world (2).
Breast cancer is the first cause of cancer-related deaths
among women in Iran and is diagnosed in the range of
40 to 49 years (3, 4). Approximately, 12% of women will be
diagnosed with breast cancer in their lifetime while 1.9%
of them will be under the age of 35 at the diagnosis time
(5). Survival of the patients with breast cancer is different
due to their different clinical characteristics (6). However,
rather than other cancers, the survivability is high, espe-
cially if the cancer is diagnosed early (5). The 5-year survival

is ranged from 65% to 80% in all populations (2). In Iran,
the increasing rate of mortality was higher for age between
15 to 49 years old compared to age > 50 (7). The prognos-
tic factors of breast cancer can be grouped in 2 categories:
chronological and biological (8). The first category is based
on the amount of time present and the second category is
based on the potential behavior of tumor. Lymph node sta-
tus and tumor size are time-dependent factors, but histo-
logical grade is a biological factor (6). However, the effects
of factors such as age at diagnosis, stage of cancer, the pre-
scribed chemotherapy agent, lymph node status, tumor
size, histological grade, hormonal factors, and family his-
tory are unclear and challenging topic still (9, 10).
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The statistical methods help to identify the most im-
portant predictors among them regarding the outcome of
patients’ survival time or recurrence of time. The more
precise methods can identify the more accurate predictors,
and consequently, the cancer is able to be managed effec-
tively. The aim of the present study was to compare tra-
ditional statistical analysis and data mining technique as
the research methods for identifying prognostic factors re-
garding patients with breast cancer’ survival time. The
data mining technique was decision tree method by 4 al-
gorithms and statistical method was the logistic regres-
sion. Decision tree method is one of the data mining tools
that do not consider the distribution for outcome variable
(11). Decision tree method partitions the similar patients
into subgroups based on clinical features and survival
time (12-14). There are several algorithms in decision tree
method such as classification and regression tree (CART),
Chi-squared automatic interaction detector (CHAID), Com-
mercial version (C5.0), quick, unbiased, efficient statistical
tree (QUEST) (11). By decision tree, we discover/explain sev-
eral rules by patterns and relationship between the prog-
nostic factor and survival rate outcome in the context of
breast cancer.

2. Methods

2.1. Patients

The present retrospective study was performed on 500
patients with breast cancer, who were referred to cancer re-
search center in Shahid Beheshti University of Medical Sci-
ences, Tehran, Iran. The patients were visited and treated
during 1992 to 2012 and followed up until October 2014
via phone calls to check if they are still alive or not. For
these patients, 13 prognostic factors were recorded, in-
cluding age at diagnosis, family history of cancer, abor-
tion, breastfeeding, marital status, tumor size, estrogen
and progesterone receptor status (positive for if more than
10% of tumor cells showed a nuclear staining) (15), type of
surgery (modified radical mastectomy or breast conserv-
ing surgery), histologic and nuclear grading according to
Scarf-Bloom-Richardson criteria (16), axillary Lymph node
status (N0, N1, N2 and N3 category) (17), Lymphovascular
invasionand, and stage of disease according to AJCC (18).
We had complete data for 438 patients because of some in-
complete information in their medical records. Eventually,
dataset for 438 patients consisted of 13 predictor variables
and 1 dependent variable. The dependent variable for de-
cision tree method was considered as qualitative and is di-
vided into survival and death. The protocol of the present
study was confirmed by the ethical committee of Shahid

Beheshti University of Medical Sciences. The data were an-
alyzed by SPSS v20 and SPSS Modeler v14. The significant
level was considered at 0.05.

2.2. Statistical Analysis

2.2.1. Univariate Analysis

Descriptive statistics of clinical, pathological, and bio-
logical characteristics of patients were shown in Table 1. We
assessed the differences of these characteristics between
patients, who had survived and had not survived, by Uni-
variate analysis. For all the discreet, variables comparison
was made between 2 groups by the Chi-square test and
Mann-Whitney test.

2.2.2. Decision Tree Algorithms

Decision tree method is one of the predictive mod-
els used in the medical field. It is a nonparametric and
powerful method that recursively split observations into
branches to construct a tree (19). The tree structure con-
sisted of nodes (or leaves) and branches. Each node repre-
sents a value of the outcome variable given the values of
the input variables represented by the path from the root
to the node. There are several mathematical algorithms in
decision tree method for identifying a variable and its best
corresponding threshold for splitting observations into
2 or more homogeneous branches. The most used algo-
rithms are classification and regression trees (CART) based
on Gini index, the quick, unbiased, efficient statistical tree
(QUEST) based on Chi-square or ANOVA test, Chi-square au-
tomatic interaction detector (CHAIDs) algorithm based on
Chi-square test, and the C5.0 algorithm based on the infor-
mation gain index. We used the default settings in the SPSS
Modeler software package for building the tree in CART,
CHAID, QUEST, and C5.0 algorithms. Maximum tree depth
was 5, with minimum cases in parent node of 100.

To assess the predictive performance of each algo-
rithm, a 10-fold cross validation method was used. In this
method, the total of the dataset was divided into 10 sub-
sets. Each subset was used to test the predictive perfor-
mance of the model that was generated from the remain-
ing 9 subsets as the model derivation sample. This leads
to 10 independent performance estimates; then, validation
results were averaged over 10 subsets to produce a single
estimation (20).

2.2.3. Logistic Regression

Logistic regression is a generalization of liner regres-
sion for dichotomous outcome. It is one of the accepted
methods that build a model between the probability of
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Table 1. Comparisons of the Clinical, Pathological, and Biological Characteristics of the Patients by Survived or Not: Univariate and Multiple Analysis

Variables Survived (N = 363) Deceased (N = 75) Total (N = 438) Univariat Analysis Multiple Analysis

P Value OR P Value

Surgery

BCS 253 (92.3) 21 (7.7) 272 (100) < 0.001 Reference

MRM 110 (67.1) 54 (32.9) 164 (100) 3.7 < 0.001

Stage

I 92 (95.8) 4 (4.2) 96 (100) < 0.001 Reference

II 175 (90.7) 18 (9.3) 193 (100) 0.66 0.5

III 91 (67.4) 44 (32.6) 135 (100) 0.45 0.3

IV 5 (35.7) 9 (64.3) 14 (100) 1.12 0.9

Grade

I 46 (97.9) 1 (2.1) 47 (100) < 0.001 Reference

II 211 (89.8) 24 (10.2) 235 (100) 3.7 0.2

III 106 (67.9) 50 (32.1) 156 (100) 11.8 0.03

Lymphovascular invasion (LVI)

Negative 241 (90.6) 25 (9.4) 266 (100) < 0.001 Reference

Positive 122 (70.9) 50 (29.1) 172(100) 1.1 0.7

Estrogen receptor

Negative 95 (75.4) 31 (24.6) 126 (100) 0.008 Reference

Positive 268 (85.9) 44 (14.1) 312 (100) 0.5 0.2

Progesterone receptor

Negative 114 (76) 36 (24) 150 (100) 0.006 Reference

Positive 249 (86.5) 39 (13.5) 288 (100) 1.3 0.5

Tumor Size

< 2 103 (92.8) 8 (7.2) 111 (100) < 0.001 Reference

2 - 5 208 (86) 34 (14) 242 (100) 1.2 0.6

≥ 5 52 (61.2) 33 (38.8) 85 (100) 1.8 0.3

Lymph node status

N0 188 (94.9) 10 (5.1) 198 (100) < 0.001 Reference

N1 105 (86.8) 16 (13.2) 121 (100) 2.4 0.08

N3 27 (69.2) 12 (30.8) 39 (100) 8.3 0.002

N4 43 (53.8) 37 (46.2) 80 (100) 9.2 0.001

Abortion

Yes 126 (82.4) 27 (17.6) 153 (100) 0.8

No 237 (83.2) 48 (16.8) 285 (100) - -

Family history of cancer

Yes 106 (85.5) 18 (14.5) 124 9100) 0.3

No 257 (81.8) 57 (18.2) 314 (100) - -

Marital status

Single 22 (91.7) 2 (8.3) 24 (100) 0.4

Married 341 (82.4) 73 (17.6) 414 (100) - -

Breastfeeding

Yes 313 (82.2) 68 (17.8) 381 (100) 0.3

No 50 (87.7) 7 (12.3) 57 (100) - -

Age at diagnosis

< 40 63 (71.6) 25 (28.4) 88 (100) 0.005 Reference

40 - 70 289 (86) 47 (14) 336 (100) 0.5 0.04

≥ 70 11(78.6) 3 (21.4) 14 (100) 1.08 0.9

the binary event and predictor variables by logistic func-
tion (21). The output of the logistic regression is the prob-

ability of the event so it will always be some number be-
tween 0 and 1. Thus, we can never get a risk estimate ei-
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ther above 1 or below 0 in the logistic regression. The prob-
ability greater than 0.5 it means patients are designed to
class addressed as “1”. This probability gives the risk of get-
ting a disease for an individual in epidemiologic term. In
the present study, we used logistic regression for predic-
tion of the outcome of survived and deceased in patients
with breast cancer, and variables that were statistically sig-
nificant in univariate analysis were entered in the model
by forward stepwise method (22).

3. Results

3.1. Patients Characteristics

The clinical, pathological, and biological characteris-
tics of 438 breast cancer women were presented in Table
1. The mean age at the time of diagnosis was 48.37 ± 10.92
with the range of 22 to 40 years. The mean duration of
follow-up was 52.3 with the range of 3 to 253 months. Dur-
ing the study up to October 2014, a total of 75 (17.12%) deaths
caused by breast cancer were recorded. Using the life-table
method, the 1-year overall survival rate was 98% (95% CI:
97% - 99%). The univariat analysis showed that age at diag-
nosis (P = 0.005), type of surgery (P < 0.001) lymph node
status (P < 0.001), tumor size (P < 0.001), stage (P < 0.001),
histologic grade (P < 0.001), estrogen receptor (P = 0.008),
progesterone receptor (P = 0.006), and lymphovascular in-
vasion (P < 0.001) were statistically significant prognos-
tic factors for survival outcome. Abortion, marital status,
breastfeeding, and family history factors were not statisti-
cally significant (Table 1). Variables that were significant in
univariate analysis were entered into a multiple logistic re-
gression model. Logistic regression results indicated that
among these variables, type of surgery, histologic grade,
and lymph node status were statistically significant.

3.2. Evaluation of Predictive Performance of Different Models

In the present study, 6 measures for evaluation of pre-
dictive performance of different models were used: accu-
racy, sensitivity, specificity, positive predictive value, neg-
ative predictive value, and area under the receiver operat-
ing characteristic curve (AUC). Table 2 showed these mea-
sures for cross-validation set of CART, CHAID, QUEST, C5.0
algorithms, and logistic regression models. The accuracy
value ranged from 82.9% to 86.4% that the minimum ac-
curacy was for QUEST and the maximum accuracy was for
C5.0 algorithm. Also, the sensitivity, specificity, positive
predictive value, negative predictive value, and AUC val-
ues ranged from 0 to 67.4%, 88.4% to 100%, 38.7% to 62.7%,
82.8% to 96.2% and 0.78% to 0.86%, respectively. For sensi-
tivity and negative predictive values, C5.0 algorithm was

higher than others, while for specificity and positive pre-
dictive values, QUEST algorithm and logistic regression
were higher than the others, respectively. The logistic re-
gression had the higher AUC value, CART ranked second,
CHAID ranked third, followed by QUEST and C5.0. Over-
all, as shown in Table 2, C5.0 performed better than CHAID,
QUEST, CART algorithms, and the logistic regression in pre-
dicting breast cancer survival.

3.3. Decision Rules of CART, CHAID, QUEST and C5.0 in Predicting
Breast Cancer Survival

Decision rules provide information about risk factors
that play important roles in explaining the survival. Rules
were generated from the path of the root node to terminal
nodes. Due to the prevalence of death in the total sample in
this study, population was 17.12%; those terminal nodes con-
sisting of more than 17.12% death are considered as higher
risk groups and have been bolded in Table 3. As shown in
Table 3, of the potential 9 variables from the candidate list
(Table 1) 2, 3, 3, and 4 variables remained in tree structure
based on CART, CHAID, QUEST, and C5.0 algorithms, respec-
tively. Lymph node status was identified the most impor-
tant prognosis factor for death by CART, QUEST, and CHAID
algorithms, while the type of surgery created the first-level
split in C5.0. shows shows the predictor importance by in-
dicating the relative importance of each predictor in mak-
ing the prediction of the model. Since values are relative,
the sum of values for all predictors is 1.0 in each algorithm.

In the CART algorithm, 2 initial branches were lymph
node status: N0 or N1versus N3 or N4. Those who reported
the lymph node status: N0 or N1comprised the lowest risk
group others than patients (8.2% death). For those who re-
ported the Lymph node status:N3 or N4, type of surgery
was the second important predicting factor such that
those who had modified radical mastectomy were clas-
sified as higher risk group (57.6% death) compared with
those who had breast conserving surgery (20.8% death).

According to the CHAID classification tree, after the
first-level split produced by the lymph node status variable
the grad and surgery variables also entered the model. In
this model, the lowest risk group comprised those who re-
ported the lymph node status: N0 and Grade ≤ 2 (0.7%
death). Also, those who reported the lymph node status:
N3 or N4 and modified radical mastectomy were classified
as the highest risk group (57.58% death).

Based on QUEST algorithm, the classification tree built
the optimal split by 3 prognosis factors: lymph node sta-
tus, type of surgery, and grad. The first terminal node was
the highest risk group and consisted of individuals who re-
ported the lymph node status: N3 (46.2% death). Accord-
ing to the first data, split subjects who reported the lymph
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Table 2. Comparison of the Models Performance

Model Accuracy Sensitivity Specificity Positive Predictive Value Negative Predictive Value AUC

Decision tree (CART) 85.2 50.6 92.2 57.5 90.05 0.83

Decision tree (CHAID) 85.2 50.6 92.2 57.5 90.05 0.81

Decision tree (QUEST) 82.9 0 100 - 82.8 0.80

Decision tree (C5.0) 86.4 67.4 88.4 38.7 96.2 0.78

Logistic regression 85.8 42.6 94.7 62.7 88.8 0.86

Table 3. Terminal Nodes of the Different Models

Model Terminal Nodes % Death

Decision tree (CART)

Node 1 Lymph node status (N0 or N1) 8.2

Node 2 Lymph node status (N3 or N4 ) + surgery (BCS) 20.8

Node 3 Lymph node status (N3 or N4 ) + surgery (MRM) 57.6

Decision tree (CHAID)

Node 1 Lymph node status (N0) + Grade (≤ 2) 0.7

Node 2 Lymph node status (N0) + Grade (> 2) 16.07

Node 3 Lymph node status (N1) + surgery (BCS) 4.11

Node 4 Lymph node status (N1) + surgery (MRM) 27.08

Node 5 Lymph node status (N3 or N4 ) + surgery (BCS) 20.76

Node 6 Lymph node status (N3 or N4 ) + surgery (MRM) 57.58

Decision tree (QUEST)

Node 1 Lymph node status (N3) 46.2

Node 2 Lymph node status (N0 or N1 or N2) + surgery (MRM) 22.8

Node 3 Lymph node status (N0 or N1 or N2) + surgery (BCS) + Grade (> 2) 13

Node 4 Lymph node status (N0 or N1 or N2) + surgery (BCS) + Grade (≤ 2) 1.7

Decision tree (C5.0)

Node 1 surgery (BCS) 7.6

Node 2 surgery (MRM) + Lymph node status (N0) 6

Node 3 surgery (MRM) + Lymph node status (N2) 62.5

Node 4 surgery (MRM) + Lymph node status (N3) + Tumor size (≤ 5) 39.1

Node 5 surgery (MRM) + Lymph node status (N3) + Tumor size (> 5) 70.3

Node 6 surgery (MRM) + Lymph node status (N1) + LVI (positive) 16

Node 7 surgery (MRM) + Lymph node status (N1) + LVI (negative) + Tumor size (≤ 5) 18.7

Node 8 surgery (MRM) + Lymph node status (N1) + LVI (negative) + Tumor size (> 5) 85.7

node status: N1 or N2 or N3 went on to further subdivi-
sions based on type of surgery. Terminal node 2 was the sec-
ond high risk group (22.8% death) and followed by termi-
nal node 3. Terminal node 4 comprised those who reported
the lymph node status: N0 or N1 or N2 and breast conserv-
ing surgery and grade≤ 2 were classified as the lowest risk
group (1.7% death).

The final classification tree, based on C5.0 algorithm,

generated 8 terminal nodes, and 4 variables were used to
construct the tree. The first variable, which best divided
the sample, was type of surgery. Overall, node 1, node 2, and
node 5 were identified by C5.0 as the low risk groups. Low
risk groups according to this tree consisted of subjects,
who experienced breast conserving surgery (7.6% death),
subjects who experienced modified radical mastectomy,
and lymph node status: N0 (6% death) and subjects who ex-
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Predictor Importance 

Age at Diagnosis 

Histologic Grade 
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Type of Surgery
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Figure 1. Variables Importance by the Different Models

perienced modified radical mastectomy and lymph node
status: N1 and positive LVI (16% death). Also, the highest
risk group based on this tree consisted of those who expe-
rienced modified radical mastectomy, lymph node status:
N1, negative LVI and Tumor size > 5 (85.7% death).

4. Discussion

The objective of decision tree method is to classify
subjects into homogenous categories based on their ob-
served characteristics. Traditional statistical methods of-
ten cannot determine as well interactions between clini-
cal variables on outcome of survival to translating this in-
formation into appropriate management (23), while de-
cision tree method can explore the interactions between
variables to find homogenous subgroups of patients with
different prognosis factors regarding outcome of survival
(24). Thus, the decision tree method is accompanied by re-
sults that are applicability in real settings in the medical
field. In the present study, we compared the performance
of decision tree method based on 4 algorithms and regres-
sion method by considering the outcome of survived and
deceased.

The logistic regression had not been greater predic-
tive ability compared with decision tree method based on
C5.0 algorithm. In breast cancer context, several studies
examined the predictive ability of data-mining methods
for predicting the probability of death. They found that
these methods resulted in improved predictive accuracy
compared with the conventional regression methods (5,
10, 25). In summary, we found that among patients with
breast cancer, the decision tree method based on C5.0 al-
gorithm was able to predict the probability of death more
accurately compared with the conventional logistic regres-
sion and other algorithms of decision tree method.

Our study showed association between clinical and
pathologic factors and survival in patients with breast can-
cer. In multiple logistic regression factors of age at diag-
nosis, histologic grade, axillary lymph node status, and
type of surgery were statistically significant with the prob-
ability of death in patients with breast cancer as observed
in other studies (25-27). Histological grade (OR = 11.8; P =
0.03) and the involvement of axillary nodes by tumor (OR
= 9.2; P = 0.001) that are biological factors were highly cor-
related with long-term survival. According to the Fisher’s
study, the presence or absence of involved axillary lymph
nodes is the single best predictor of survival from breast
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cancer (28). Histological grade is established on a combina-
tion of scores for mitotic rate, nuclear grade, and architec-
tural morphological appearance (29). Several studies have
shown the importance of histologic grade in predicting
breast cancer recurrence (30, 31). Also, these 2 factors were
reported in several studies as the important prognosis fac-
tors (27, 32). The odds of survival decreased with higher age
at the diagnosis and type of modified radical mastectomy
rather than breast conserving surgery. Patients’ age for
predicting response to chemotherapy and hormone ther-
apy is significant but, recent studies have proposed that a
young age of less than 35 years is associated with an excess
of high grade tumors and a poorer survival rate (33). Ac-
cording to the Fourquet’s study, the local control of the dis-
ease increases linearity with age (34).

A more helpful method of assessing risk of relapse is to
combine several factors, to identify groups of women with
different prognoses (8). On the basis of C5.0 method, the
type of surgery, axillary lymph node status, Lymphovascu-
lar invasionand, and tumor size were the most important
variables. According to the CART method, Sauerbrei et al.
reported that tumor size and grade are the most important
factors for the prognosis of recurrence-free survival in pa-
tients with breast cancer (35). Ture et al. found C4.5 algo-
rithm, performing better than other algorithms in the de-
cision tree method for recurrence-free and disease-free sur-
vival of patients with breast cancer (6, 25). Based on C4.5,
they reported that tumor size, age of menarche, hormonal
therapy, axillary nodal status, quadrant of tumor, and his-
tological grade were the most prominent variables. Also,
they showed for recurrence-free survival base on this algo-
rithm, the subgroup of patients, who had tumor size < 4.4
cm and age of menarche ≥ years-old, are classified as the
lowest risk group (7.3% recurrence) and subgroup of pa-
tients, who had tumor size≥ 4.4 cm and receiving no hor-
monal therapy, are classified as the highest risk group (79%
recurrence). The characteristics of the highest and the low-
est risk group this study were different from the results of
this study due to different variables used in 2 studies.

In our study, there are some limitations. Some clini-
cal and pathological characteristics of patients were miss-
ing and that this information was from a single institu-
tion. Moreover, large sample size is a desirable property for
data-mining methods, but our dataset was not very big. In
the decision tree method, some improvements for classi-
cal classification tree such as boosting and bagging have
been developed (14). These improvements contain aggre-
gating classifications across a set of classification trees to
obtain better predictive performance. In the present study,
we used conventional decision tree method to classify pa-
tients with breast cancer by considering the outcome of
survived and deceased. We suggest that the modern clas-

sification tree method in the breast cancer context be the
focus of future studies.
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