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1. Background
Cardiovascular Diseases (CVDs) are the leading cause 

of mortality globally. In 2016, approximately 17.9 million 
deaths occurred due to CVDs (approximately 31% of the 
global deaths)  (1). CVDs refer to a group of disorders that 
involve the heart or blood vessels, with Coronary Artery 
Disease (CAD) being the most common one. CAD occurs 
when coronary arteries become hardened and narrowed (2). 
One reliable method for diagnosing CAD is angiography 

although it is costly and invasive. This procedure is also 
accompanied by some potential complications such as 
heart attack, stroke, injury to the catheterized artery, 
irregular heart rhythms, allergic reactions to the dye or 
medications used during the procedure, kidney damage, 
excessive bleeding, and infection (3). Therefore, it is crucial 
to use non-invasive methods for screening angiography 
candidates. 

In order to derive useful information from large amounts 
of medical data, powerful data analysis tools are required. 
Machine Learning (ML) is used to improve data analysis on 
huge data sets. ML is also increasingly used in healthcare 
in order to build models for accelerating the process of 
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A B S T R A C T

Background: Coronary Artery Disease (CAD) is the most common type of 
cardiovascular disorders. Despite being costly and invasive, coronary angiography is a 
reliable method for diagnosing CAD. Therefore, it is crucial to use non-invasive methods 
to screen candidates for angiography to accelerate the process of decision-making. Two 
powerful Machine Learning (ML) methods are Random Forest (RF) and Artificial 
Neural Network (ANN).  
Objectives: The present study aimed to compare RF and ANN to define the most 
important features for positive CAD results and predict the need for angiography as a 
screening method.
Methods: This cross-sectional study was performed on 1128 patients referred for 
angiography. The data were divided into test and train sets. The models (RF and 
ANN) were fitted with the angiographic outcome variable (positive or negative) as the 
dependent variable and five features as predictors. Then, the performances of the models 
were compared by considering the Area Under the Rock Curve (AUC). All statistical 
analyses were done using the R software, version 4.1.2.
Results: Out of the 1128 patients, 752 (66.7%) had positive angiography results. The AUC 
values were 0.75 and 0.52 for the test data set in ANN and RF models, respectively. 
Conclusion: Fasting Blood Sugar (FBS), gender, age, Body Mass Index (BMI), and 
smoking habit were important in predicting the results of an angiography for CAD. 
Applying these factors in ML approaches can be considered a screen for angiography to 
accelerate the process of diagnosis. 

Comparison of Random Forest and Artificial Neural Network Models 
to Evaluate Diagnostic Factors in the Necessity to Perform Angiography
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medical decision-making. ML methods aim at providing a 
description that separate different groups correctly. Disease 
diagnosis is one of the applications, in which ML methods 
lead to successful results. In this regard, two most powerful 
methods are Random Forest (RF) and Artificial Neural 
Network (ANN). 

RF was initially introduced by Breiman in 2001 (4). It is 
an ensemble learning method for both classification and 
regression that works by constructing a variety of decision 
trees (5). This method is made by the random selection of 
training data samples. Random features are also chosen in 
the process. Prediction is made by averaging for regression 
and majority vote for classification. Each tree is first grown 
by sampling N randomly from the original data if the 
training set consists of N cases with replacement. This 
sample is used as the training set to grow the tree. Then, 
m variables are randomly selected out of all input variables 
(M), so that m < M. After that, splitting the node is done 
based on the best split on these m variables. The value of 
m is kept constant during the forest growing. Finally, as 
no pruning is applied, each tree is grown to the largest 
possible extent (6).

Previously, decision tree and ANN were applied for 
predicting CAD (7, 8). Recently, progress in ML has 
been focused on a powerful and freely available software 
package; i.e., Python, which is a programming language 
that integrates and analyzes data more swiftly and 
effectively (9). ANN model assumes importance in the 
field of prediction such as clinical diagnosis, since it has 
the capability of modelling non-linear relationships in a 
high-dimensional dataset. It is also able to predict a complex 
relationship among variables. ANN works like a biological 
neural network. Brain consists of numerous neurons, each 
of which is connected with the others. Each neuron has two 
parts, namely dendrite and axon. The dendrite plays the role 
of the receiver and the axon plays the role of the information 
transmitter. The information is stored in the nucleus of 
the neuron that is transferred. Each ANN has three layers 
(input, hidden, and output) for receiving, processing, and 
reporting information (10).

2. Objectives
The present study aims to compared RF and ANN to 

define the most important features for predicting the need 
for angiography and positive CAD results.

3. Methods

3.1. Data Collection
This cross-sectional study was performed on 1187 patients 

referred to Ghaem Hospital, Mashhad for angiography 
between 2011 and 2012. Positive coronary angiography 
usually indicates the obstruction of more than 50% of at least 
one coronary artery, while negative angiography represents 
the obstruction of less than 50% of coronary arteries. In 
the data set used in the present study, patients over 18 
years of age were candidates for angiography based on an 
expert’s decision. Patients suffering from kidney disease, 
chronic liver disease, rheumatism, immunodeficiency 
disease, any type of cancer, inflammatory diseases such 

as inflammatory bowel disease, and infectious diseases 
in the past three months were excluded from the study. 
Patients with a medical history of any kind of surgery in the 
past three months, coronary angioplasty, and consumption 
of specific medications (such as steroids, penicillin, and 
oral contraceptives), those receiving hormone replacement 
therapy, and pregnant or lactating women were excluded, 
as well. Two checklists were used to evaluate the variables 
including information about the patients’ medical records 
and laboratory results. Considering the first type error of 
0.05, the second type error of 0.1, and odds ratio of 1.43 
obtained for at least 964 angiography candidates and taking 
a 20% loss rate into account, the total sample size was 
estimated using the following formula.
N = 964 + 20% (964) = 1157

Finally, after 20 months, the data were collected from 1187 
patients. After excluding the missing cases, 1128 patients 
were included in the study. It is worth mentioning that the 
variables with a large number of missing cases were not 
included in the model. The angiographic outcome (positive 
or negative) was considered the dependent variable. In 
addition, the most important variables in the diagnosis of 
CAD were gender, age, smoking habit, Body Mass Index 
(BMI), and Fasting Blood Sugar (FBS), which were selected 
based on a previous research and experts’ opinions.

Generally, proper data scaling is very important to a 
dataset; otherwise, a variable may have a large impact 
on the prediction variable only because of its scale. Thus, 
before fitting the models in the present study, min-max 
normalization was employed to remove the scaling effects 
of all the variables.

3.2. Random Forest
RF refers to a combination of predictive trees, so that 

each tree depends on the values of an independent random 
vector sampled with the same distribution for all the 
trees in the forest. If the data set contains p number of 
potential predictor variables,  where 

and Y is the feature under investigation (in 
this study, positive and negative angiographic results). 
Therefore,  and n is the sample 
size. If b is the number of trees and B is the total number 
of trees, the initial value of b is considered 1. In step 
k,  number of independent samples with the same 
distribution from the data set are selected as the training 
set.  number of random samples are also selected from 
the predictive variables set. Then, the predictive function 
of  is created. Finally, the number 
of B trees is obtained by B repeating steps. If P > Q 

, the RF model will predict that  belongs to class 1 (positive 
result of angiography). If P < Q, the model will predict that 

 belongs to class 0 (negative result of angiography) (4). 
The training and test sets are usually two-thirds and one-

third of the sample size, respectively. In each split, the set 
size  (predictor variables) is randomly selected, which is 
equal to the square root of the number of variables ( )  
(11). After fitting the model, the relative importance of 
each feature is measured using the Gini feature importance 
method. This method measures the number of nodes in the 
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tree that use that feature and reduces impurities throughout 
the forest trees. For each feature, scores are calculated after 
training and the results are compared, such a way that the 
sum of all importance values is equal to 1. Finally, the 
performance of the model is evaluated (12).

3.3. Artificial Neural Network
ANNs are computing systems inspired by biological neural 

networks. An ANN is based on a collection of connected 
units or nodes called artificial neurons and consists of three 
layers:

1. Input layer that takes inputs based on the existing data.
2. Hidden layer that uses backpropagation to optimize 

the weights of the input variables in order to improve the 
predictive power of the model.

3. Output layer that predicts the output based on the data 
from the input and hidden layers.

Input data are introduced to the neural network through the 
input layer that has one neuron for each component present 
in the input data and is communicated to hidden layers (one 
or more) in the network. These layers are called hidden, 
because they do not constitute the input or output layer. 
In the hidden layers, all the processing actually happens 
through a system of connections characterized by weights 
and biases. Once the input is received, the neuron calculates 
a weighted sum adding the bias. According to the result and 
an activation function (the most common one is sigmoid), 
it decides whether it should be ‘fired’ or ‘activated.’ Then, 
the neuron transmits the information downstream to other 
connected neurons in a process called ‘forward pass.’ At 
the end of this process, the last hidden layer is linked to 
the output layer, which has one neuron for each possible 
desired output.

Sigmoid neurons are modified perceptron. Like a 
perceptron, the sigmoid neuron has inputs x1, x2, …. 
However, instead of being just 0 or 1, these inputs can be 
any value between 0 and 1. A sigmoid neuron also has 
weights for each input, w1, w2, …, and an overall bias, b. 
Yet, the output is not 0 or 1. It is σ (w.x + b) where σ is called 
the sigmoid function:

e zz −+
=

1
1)(σ

The output of a sigmoid neuron with inputs x1, x2, …, 
weights w1, w2, …, and bias b can be calculated using the 
following formula (13):
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1
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Here, similar to the RF model, the data are divided into 
a training set and a test set. The training set is used to find 
the relationships between the dependent and independent 
(important features) variables, while the test set analyzes 
the performance of the model.

3.4. Performance Evaluation Models
The performance of the RF and ANN models was 

evaluated based on the following criteria: recall, precision, 

accuracy F1 score, and Receiver Operating Characteristic 
(ROC) curve. At the end of the classification process, each 
case was placed in one of the following four groups:

● A True Positive (TP) is an outcome where the model 
correctly predicts the positive class.

● A False Negative (FN) is an outcome where the model 
incorrectly predicts the negative class.

● A True Negative (TN) is an outcome where the model 
correctly predicts the negative class.

● A False Positive (FP) is an outcome where the model 
incorrectly predicts the positive class.

A summary of the prediction results on a classification 
problem are presented by a confusion matrix ( ).  
This matrix is also a good way to check the performance 
of the classification models while new data are entered. If 

 and , a large number of true positives 
and negatives and a small number of false positives and 
negatives are expected. When a classification is performed 
completely in an ML algorithm, the confusion matrix is 
described as M ( ).

Accuracy: The ratio of correctly predicted cases to the 
total cases in the data set.

Sensitivity: The ratio of the number of correctly predicted 
positives (TPs) to the sum of the number of correctly 
predicted positives (TPs) and incorrectly predicted 
negatives (FNs).

Specificity: The ratio of the number of correctly predicted 
negatives (TNs) to the sum of the number of correctly 
predicted negatives (TNs) and incorrectly predicted 
positives (FPs).

Precision: The ratio of the number of correctly predicted 
positives (TPs) to the total number of predicted positives 
(true and false positives).

ROC curve: A comprehensive assessment of the 
classification performance can be performed by the ROC 
curve. A ROC curve plots the classification results from 
the most positively to the most negatively classified items.

)(
)(

negativexP
positivexP

ROC =

P (x|positive) represents the conditional probability that 
the input data have a positive class label (14). The Area 
Under the Rock Curve (AUC) is one of the most accurate 
model assessment criteria in classification problems, 
which indicates how well separated classes are based on 
the modeling algorithm. A value of 1 indicates a perfect 
fit and a value near 0.5 indicates that the model cannot 
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discriminate different groups. It is worth mentioning that 
prediction is done accidentally in this model (14).

2/)( yspecificitysensitivitAUC +=

All analyses were performed using the R software (version 
4.1.3), and the significance level was set at 0.05.

4. Results
Out of the 1128 patients, 752 (66.7%) presented positive 

angiography results. The distribution of the patients’ 
demographic characteristics and other risk factors based 
on the angiography results have been presented in Table 1.

In this study, all the variables were scaled in the range of 
0 to 1. The scaled data were used to fit the RF and ANN 
models. In these models, the training set was used to create 
the models and the test set was used to predict them. Two-
thirds of the sample size were randomly selected as the 
training set (820 patients) and the rest as the test set (308 
patients).

4.1. Random Forest Model’s Performance
In the RF model, there were 100 trees and two variables 

were tried at each split. After fitting the model on the training 
set, classification error was obtained as 40.25%. According 
to the plot, the error rate was stabilized and decreased with 
the increase in the number of trees (Figure 1).

After fitting the model, the importance of the variables 
was explored. This is a fundamental outcome of RF and 
shows the importance of each variable in classifying 
the data. The mean decrease accuracy plot indicates the 
degree of accuracy that the model loses by excluding each 
variable. The more the accuracy suffers, the more important 
the variable is for successful classification. In the present 
study, FBS followed by gender, age group, smoking habit, 
and BMI were the most important predictor variables for 
an angiography candidate. The mean decrease in the Gini 
coefficient is a measure of how each variable contributes 

to the homogeneity of the nodes and leaves in the resulting 
RF. The higher the value of mean decrease accuracy or 
mean decrease Gini score, the higher the importance of the 
variable in the model will be. In this study, FBS followed 
by gender, age group, BMI, and smoking habit were the 
most important predictive variables for an angiography 
candidate (Figure 2).

The confusion matrix based on the test set demonstrated 
that 83 patients with positive angiography results were 
incorrectly predicted to have negative results (FNs) and 41 
patients with negative angiography results were predicted 
to have positive results (FPs) (Table 2). Finally, the accuracy 
of the model was obtained as 59.74%.

4.2. Artificial Neural Network Model’s Performance
In the ANN model, there were two repetitions for the 

neural network’s training. In addition, there were three 
hidden neurons in each layer. The classification error was 
obtained as 27.20%. In this model, both repetitions were 
converged. Nonetheless, the output in the first repetition was 
used due to giving fewer errors (804.1761) compared to the 
second repetition (810.43). Overall, the ANN plot presented 
a model with five inputs, two outputs, and three nodes in 
a single hidden layer. Bias nodes connected to the hidden 

Table 1. Comparison of the Frequency of the Patients’ Demographics and Risk Factors Based on the Angiography Results
Variable Angiography P-value

Positive Negative
Gender
Female 283 (48.5) 262 (51.5) (P < 0.001)
Male 460 (84.4) 123 (15.6)
Age group (years) (P < 0.001)
18 - 39 21 (37.5) 35 (62.5)
40 - 59 374 (61.0) 239 (39.0)
> 60 348 (75.8) 111 (24.2)
Smoking habit (P < 0.001)
Smoker 182 (75.5) 59 (24.5)
Previous smoker 119 (69.5) 52 (30.5)
Non-smoker 442 (61.7) 274 (38.3)
Body mass index (kg/m2) (P = 0.003)
Underweight: < 18.5 12 (50) 12 (50)
Normal weight: 18.5 - 25 249 (66.4) 126 (33.6)
Overweight: 25 - 30 292 (65.6) 153 (34.4)
Obesity: > 30 190 (66.9) 94 (33.1)
Fasting blood sugar (P < 0.001)
Normal: < 100 250 (60.6) 162 (39.4)
Prediabetes: 100 - 125 163 (49.5) 160 (49.5)
Diabetes: ≥ 126 330 (83.9) 63 (16.1)

Figure 1. Error Rate of the Random Forest Model
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and output layers were also shown as number one. Lines 
connected to nodes indicated weighted connections between 
the layers. Besides, numbers on the lines represented the 
relative magnitude of each weight. Positive weights between 
the layers increased the net input, while negative weights 
lowered the net input (Figure 3).

The confusion matrix based on the test set demonstrated 
that 59 patients with positive angiography results were 
incorrectly predicted to have negative results (FNs) and 24 
patients with negative angiography results were predicted to 
have positive results (FPs) (Table 2). Finally, the accuracy 
of the model was obtained as 73.05%.

4.3. The Models’ Performance Evaluation Criteria
Sensitivity, specificity, and precision were reported for the 

RF and ANN models. The high-performance evaluation 
criteria of the ANN model revealed the good performance 
of this model compared to the RF model. Consequently, using 
the ANN model, individuals with positive angiography results 
were more likely to be correctly diagnosed for angiography 
in comparison to those with negative results (Table 3). 

4.4. ROC and AUC Results
The performance of the models was determined by 

drawing an ROC curve and calculating the AUC. The AUC 
values for the test data set in the RF (0.52) and ANN (0.75) 
models indicated that the latter was much more accurate in 
classifying the dependent variable (Figure 4).

5. Discussion
This study aimed to compare the RF and ANN models to 

identify the most important features for predicting the need 
for angiography and positive CAD results. The variables 
inputted in the ML models were FBS, age, smoking habit, 
BMI, and gender. Among these five features, FBS was the 
most important factor predicting the necessity to perform 
angiography in the study population. FBS has been shown 
to be associated with the presence of CAD. In a study 
performed on 557 patients undergoing elective angiography, 
the results of multivariable analysis indicated that the 
odds of CAD was three times higher in patients with FBS 
>11.0 mmol/L compared to those with lower FBS levels. 
Therefore, FBS was mentioned as a strong independent 

Figure 2. Importance of Features

Table 2. Confusion Matrix for Detecting the Angiography Result
Actual Class Predicted Class

Artificial Neural Network Random Forest
Negative Positive Negative Positive

Negative 50 24 26 41
Positive 59 175 83 158

Figure 3. Artificial Neural Network Model’s Performance Figure 4. ROC Curve of the Random Forest and Artificial Neural 
Network Models

Table 3. Performance Evaluation Criteria for the Random Forest and Artificial Neural Network Models
Sensitivity Specificity Precision

Artificial neural network 87.93 45.87 79.39
Random forest 79.39 23.85 65.56
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predictor of CAD (15). Moreover, FBS was found to be 
associated with the severity of CAD. Using the Gensini 
score, Zhao et al. investigated the relationship between 
the severity of CAD and FBS in patients with confirmed 
CAD on angiography. They came to the conclusion that in 
non-diabetic patients, hyperglycemia and impaired fasting 
glucose were associated with a higher Gensini score and a 
more complex CAD (16). Similar results were also obtained 
in other studies (1). Consistently, the present study results 
revealed FBS as the most important feature in predicting 
CAD. Basic research works have demonstrated the effect 
of hyperglycemia on the development and progression of 
atherosclerosis and vascular damage through inducing 
reactive oxygen species production and endothelial 
dysfunction (17). 

In the current research, BMI was found to be the second 
most important feature in predicting CAD. The previous 
studies have reported conflicting findings regarding the 
association between BMI and the presence and/or extent 
of CAD assessed by angiography or Coronary Computed 
Tomography Angiography (CCTA). Some studies showed 
that increase in BMI was linked with the presence of CAD 
(18-20), while some studies did not find any significant 
associations in this regard (15, 21). On the other hand, some 
studies demonstrated that BMI and obesity (BMI ≥ 30 kg/
m2) were inversely related to the risk of CAD (15, 22) and 
that patients with CAD were less likely to be obese (23). 
With regard to the association between BMI and the extent 
of CAD, the previous studies have rendered inconclusive 
results (20, 24, 25). Hence, many studies have suggested the 
utilization of other indices of central and visceral obesity 
(25-27). Yet, more prospective research is needed to identify 
the usefulness of BMI for CAD risk assessment in clinical 
practice.

Smoking habit, gender, and age were the other important 
factors that had a predictive utility for the presence of 
CAD. The present study results were in agreement with 
those of the previous studies, which indicated that male 
patients, old ones, and current or previous smokers were 
at a greater risk of having CAD on angiography (28, 29). 
These risk factors were also used to identify the patients 
with high-risk CAD defined as severe left main or proximal 
left anterior descending artery stenosis (30). Evidence has 
also highlighted the predictive role of smoking in CAD 
diagnosis (31, 32). In addition, the duration of smoking 
was an important factor in predicting the presence of CAD 
in both current and previous smokers (31). Moreover, the 
number of smoked cigarettes was found to be significantly 
higher in patients with CAD (33, 34). These findings concur 
with the fact that smoking-induced inflammation can lead 
to both atherosclerotic plaque development and progression. 
Besides, smokers are at a higher risk of coronary events due 
to inflammation and hypercoagulability state (35). 

Despite the higher prevalence of cardiovascular risk 
factors among females, the incidence of CAD was higher 
in males. Male patients were twice more likely to have 
positive angiography results for CAD compared to females 
(31). Generally, females have less extensive yet high risk 
plaques. They are at a greater risk of plaque erosion and 
atherosclerosis progression after menopause, since estrogen 

plays a critical role in halting plaque development and 
aiding plaque stabilization (36). On the other hand, the 
risk of CVDs is increased with advanced age due to changes 
in blood vessels and arterial stiffness (31). A prior study 
disclosed that patients older than 65 years were at a 15-
fold higher risk of CAD compared to those aged below 45 
years (29). 

The decision on whether a patient needs invasive 
angiography is complex and many risk factors must be 
considered. ML approaches can construct models to screen 
candidates for angiography and accelerate the process of 
medical decision-making. Sang-Yeong Cho et al. carried out 
a study on Korean adults regarding the development of ML-
based risk prediction models (logistic regression, tree bag, 
RF, and the adaboost neural network model) and compared 
their performances with the pre-existing algorithms 
(Framingham Risk Score (FRS), Pooled Cohort Equation 
(PCE), Systematic Coronary Risk Evaluation (SCORE), and 
QRISK3). The results showed that the models using the ML 
techniques improved cardiovascular risk prediction. Among 
the ML algorithms, neural networks enabled the learning 
of highly complex functions and accurate predictions 
for complex decision-making problems (37). Yuqing 
Tian et al. also conducted a study to construct a genetic 
diagnostic model of heart failure using RF and ANN. The 
RF algorithm was used to identify the key genes expressed 
in heart failure. Then, these key genes were inputted in 
ANN in order to build a genetic diagnostic model of heart 
failure. The results revealed the excellent AUC efficiency 
of ANN (38). In another research, Joloudari et al. compared 
four ML methods, namely random trees, decision tree of 
C5.0, support vector machine, and decision tree of Chi-
squared Automatic Interaction Detection (CHAID), for 
CAD diagnosis. Based on the results, the random trees 
model showed a superior performance compared with 
others (39). Stephen F Weng et al. also compared four 
ML methods (logistic regression, RF, gradient boosting 
machines, and neural networks) to determine the potential 
of ML in improving cardiovascular risk prediction by 
using routine clinical data. The performance of the models 
was investigated by AUC, sensitivity, specificity, positive 
predictive value, and negative predictive value. Among 
these four algorithms, neural network indicated the best 
performance, which was in line with the current study 
findings (40). In another investigation, Muhammad Saqib 
Nawaz et al. applied six ML algorithms (gradient descent 
optimization, k-nearest neighbor, naïve Bayes, ANN, RF, 
and support machine vector) for intelligent cardiovascular 
disease prediction. According to the results, the best 
performance was shown by gradient descent optimization, 
with the accuracy, sensitivity, and precision of 98.54%, 
99.43%, and 97.76%, respectively. Additionally, comparison 
of RF and ANN revealed the latter’s better performance, 
which was consistent with the findings of the current 
research (41).

5.1. Conclusion
The study results demonstrated that FBS, gender, age, 

BMI, and smoking habit were important features in 
predicting the results of an angiography for CAD. Thus, 
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applying these factors in ML approaches can be considered 
a screen for angiography to accelerate the treatment process. 
Furthermore, the ANN algorithm is a powerful method 
for prediction, as it mimics the biological neural networks. 
However, multi-center studies using hybrid ML methods 
are recommended to make a stronger predictive model. 

5.2. Ethical Approval
The study design and protocols were approved by the 

Ethics Committee of the Research Vice-chancellor of 
Mashhad University of Medical Sciences (code: IR.MUMS.
REC.1399.357).

5.3.Informed Consent
Written informed consent forms were obtained from the 

patients.
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