
Jundishapur J Chronic Dis Care. 2025 January; 14(1): e143796 https://doi.org/10.5812/jjcdc-143796

Published Online: 2024 December 1 Research Article

Copyright © 2025, Esfandiari et al. This open-access article is available under the Creative Commons Attribution 4.0 (CC BY 4.0) International License

(https://creativecommons.org/licenses/by/4.0/), which allows for unrestricted use, distribution, and reproduction in any medium, provided that the original

work is properly cited.

Obstacles to the Development of the Use of Artificial Intelligence from

the Point of View of Physicians Working in Selected AJA Medical

Centers: A Qualitative Content Analysis Study

Esfandiar Esfandiari 1 , Fatemeh Kalroozi 2 , * , Nahid Mehrabi 3 , Yasaman Hosseini 1

1 Cognitive and Behavioral Research Center, AJA University of Medical Sciences, Tehran, Iran
2 Pediatric Nursing Department, AJA University of Medical Sciences, Tehran, Iran
3 Department of Health Information Technology, AJA University of Medical Sciences, Tehran, Iran

*Corresponding Author: Pediatric Nursing Department, AJA University of Medical Sciences, Tehran, Iran. Email: f.kalrozi@ajaums.ac.ir

Received: 9 December, 2023; Revised: 21 October, 2024; Accepted: 29 October, 2024

Abstract

Background: Considering the increasing use of decision support systems, specifically artificial intelligence (AI), in the field of

medicine, our goal in this study was to identify, from the perspective of physicians working in AJA medical centers, the obstacles

hindering the adoption and use of AI in the treatment and diagnosis of patients.

Objectives: This study investigated the obstacles faced by specialist physicians working in AJA medical centers regarding the

implementation of AI in their professional practice.

Methods: A qualitative approach using contractual content analysis was employed. Data were collected through semi-

structured, in-depth interviews and analyzed using the qualitative analysis method of Granheim and Lundman (2004) from

May to July 2022. The study included 20 physicians working in selected AJA medical centers in Tehran. Sampling was conducted

based on entry criteria and targeted to ensure maximum diversity.

Results: The study involved 20 specialist physicians (15 men and 5 women) from selected AJA medical centers in Tehran, with

an average age of 42 years and an average work experience of 14 years. The identified obstacles to the development of AI in these

medical centers were categorized into three main groups: Extra-organizational and organizational factors, individual factors,

and educational factors. These categories included 10 subcategories: Sanctions and economic issues, organizational attitudes,

rules and regulations, available facilities, quality of facilities, knowledge and attitude, individual resistance to change,

education quality, educational curriculum, and clinical professors.

Conclusions: Iran's unique conditions pose challenges to the development and implementation of AI in its medical centers.

This study highlights the need to address these obstacles by revising organizational rules and regulations and educating

stakeholders on the benefits of AI. These measures could promote the use of AI in military medical centers and improve the

quality of care.
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1. Background

During the last few decades, artificial intelligence (AI)
has garnered unprecedented attention, earning it the

title of the fourth industrial revolution (1). Artificial

intelligence refers to the use of computers to perform

actions that previously required human recognition,

judgment, and decision-making (2). Machine learning
techniques can process large datasets in a trainable and

flexible manner, understanding complex relationships

between variables (3).

The expansion of medical knowledge and the

complexity of diagnostic and treatment decisions have

drawn the attention of specialists to the use of decision

support systems in medical practice (4). The American

Medical Association recognizes the use of AI as an

effective tool to enhance the ability of physicians and

other medical staff to diagnose and treat patients (5).
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Artificial intelligence is essential for reducing workload

and minimizing diagnostic errors (6). It has found

diverse applications, ranging from screening and triage
to prediction (7), and identifying diseases such as skin

cancer (8) and diabetic retinopathy (9). Additionally,
when combined with mammography, AI has been

shown to outperform radiologists in diagnosing breast

cancer (10). Furthermore, research has demonstrated
that AI can be applied to develop accurate predictive

models for managing chronic diseases such as type 2
diabetes mellitus (11).

The complex nature of chronic diseases, coupled

with technological advancements like AI and the

principles of precision medicine, holds the potential to

transform traditional public health strategies into a

more comprehensive and integrated approach (12).

However, due to the essential nature of physician

participation and the physician-patient relationship in

the diagnosis and treatment of diseases (7), AI has also

raised many concerns (13). Despite the positive attitude

toward AI (14) and its significant achievements, there are
still numerous disagreements and uncertainties within

public opinion and the scientific community regarding

its use.

Challenges and obstacles include public acceptance

and trust in AI (15), high costs and financial limitations,

a limited number of trained experts, the lack of
protocols for verifying results obtained through AI

processing, concerns about the preservation and

confidentiality of patient information, social barriers (1),

fears about job security, and the potential reduction of

treatment staff skills (16). Additionally, there may be
legal and medical questions surrounding the potential

consequences of integrating AI into health and

treatment systems (7).

On the other hand, the development of AI relies on

fostering trust in new technologies among patients and

healthcare staff, ensuring the availability of necessary

resources, training qualified personnel, and aligning

organizational policies to support the use of diagnostic

and therapeutic tools (17, 18).

In Iran, specialized physicians in military medical

centers have played an effective role as diagnostic and
therapeutic forces in improving the health status of

society. In recent years, the health and treatment units

and hospitals of the armed forces have been among the

most efficient organizations in the health sector (19).

Due to their inherent features and roles, these centers
possess a high capability for organizing human

resources, education, reconstruction, renovation, and

innovation in equipment development (20). These

factors create a strong potential for the application of AI

in these centers.

Considering the high patient loads, the availability of

advanced equipment, and the interest of senior

managers in developing AI applications in AJA medical

centers, as well as the facilitation AI can provide for both

healthcare workers and patients, this study was

designed to target these centers as the primary focus.

In qualitative studies, the diverse meanings

experienced by participants are explored, and the social

structures and processes shaping these meanings are

identified. This type of research reveals the rules and

hidden thoughts of individuals. In other words, such

research is described as "observation through the eyes

of the participants" (19).

2. Objectives

The purpose of this study was to explore the

obstacles to implementing AI from the perspective of
physicians working in AJA medical centers.

3. Methods

3.1. Study Design

This research employed a qualitative approach using

contractual content analysis. Data were collected

through semi-structured in-depth interviews and

analyzed using the qualitative analysis method of

Granheim and Lundman (2004) from December 1, 2022,

to February 28, 2023. Content analysis was chosen as the

research method because it systematically analyzes and
interprets the content of different types of thoughts,

attitudes, and opinions. It involves identifying, coding,

and classifying patterns and themes in the data. This

method enables researchers to gain deep insights into

the attitudes, values, beliefs, and opinions of individuals
or groups (19).

3.2. Research Environment and Sampling Method

The research environment was selected AJA medical

centers located in Tehran, Iran. The target population

consisted of specialist physicians working in these

centers. Participants were selected in a targeted manner,

ensuring maximum diversity and adherence to entry

criteria. Sampling continued purposively until data

saturation was achieved, meaning no new concepts or

materials emerged from the data analysis (21).

3.3. Inclusion and Exclusion Criteria

https://brieflands.com/articles/jjcdc-143796
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The inclusion criteria for the study were: Interest and

willingness to participate, ability to communicate with

the interviewer (speaking in Farsi), holding a doctorate

in medicine, working as a specialist physician in one of

the selected AJA medical centers, and not having
completed an AI course in the last six months.

Participants were considered dropouts if they were

unable to continue their cooperation at any stage of the

research due to reasons such as transfer to another

center or withdrawal by personal request.

3.4. Data Collection

In this study, 20 specialist physicians working in

selected AJA medical centers were interviewed face-to-

face at the research team institution, adhering to the

inclusion and exclusion criteria and ensuring

maximum diversity in terms of work experience, age,

and gender.

The interviews began with open-ended questions,

such as: "How do you see the status of using AI in the

diagnosis and treatment of diseases in AJA medical

centers?"; "In your opinion, what are the obstacles to

using AI in medical centers?"; "How do you think AI can

be developed in medical centers for diagnostic and

therapeutic purposes?". Additional probing questions

were asked to clarify participants' responses, such as

requesting more details or asking about their

experiences in the field. Although the same set of

questions was asked of all participants, the sequence

varied depending on their responses and the flow of the

interview. To create a conducive interview environment,

the time and location of the interview were decided by
the participants, ensuring a calm, comfortable, and

quiet setting. At the beginning of each session,
participants were asked for their consent to record the

audio and assured of the confidentiality of their

responses and recordings. Participants were given
sufficient time to think and respond to questions. The

interviewer took notes on key points during the session
but allowed the discussion to continue until

participants indicated they had no further information
to add. After each interview, a summary of the

participant's responses was compiled and validated by

the participant. Interview durations ranged from 20 to
45 minutes, with an average of 25 minutes. Data

saturation was achieved after interviewing 20
participants. All interviews were conducted by the

second researcher (FK). If necessary, interviews would

have continued for two additional sessions. Before each
interview, the transcript of the previous session was

reviewed for accuracy and clarity, and the time and
place for the next session were confirmed.

3.5. Data Analysis

After each interview, the first step involved typing the

interview transcripts immediately on the same day

using Word 2017 software with the assistance of the

third researcher (NM). In the second step, the

researchers carefully read the interview transcripts

multiple times to gain a general understanding of the

content.

In the third step, the typed texts were meticulously

reviewed line by line and word by word to extract the

primary codes. In the fourth step, codes with similar

meanings and concepts were grouped into categories,

and their relationships were determined (22, 23). In the

fifth step, the codes and categories were organized into

main classes that were more comprehensive and

abstract, with classes and sub-classes gradually formed

(24). Finally, in the sixth step, all interviews and

extracted codes were recorded and analyzed using

MAXQDA version 10 software.

- An Example of Interview Coding

Participant number 6 stated: "We don't have much

knowledge (shortage of knowledge) about AI. There may

be a positive attitude in this matter, but unfortunately,

we haven’t undergone a training or retraining course

(inadequate training) in this matter."

3.6. Data Trustworthiness and Rigor

This study adhered to the criteria of Lincoln and

Guba to ensure the quality of the results (25). To

enhance the credibility of the research, the principle of

diversity in sampling was observed, and participants

who met the inclusion criteria were selected. At the end

of each interview, the researchers summarized their

general understanding of the participants' responses

and obtained their approval. The second researcher,

having worked in selected AJA medical centers for 20

years, established strong rapport with the participants

to facilitate coordination of interview sessions. To

ensure confirmability, the researchers analyzed the data

and shared the findings with two qualitative research

experts for review and feedback, incorporating their

suggestions. All interviews, handwritten notes, and

coded texts were securely stored for later review. To

enhance dependability, all project collaborators

participated in the analysis and coding process,

contributing their insights during meetings. The final

classes and sub-classes were agreed upon and approved

by all authors. To improve transferability, a detailed

description of the entire research process was provided,
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and participant quotes were directly included in the

findings.

3.7. Ethical Considerations

This study was approved by the Ethics Committee of

AJA University of Medical Sciences with the code

IR.AJAUMS.REC.1401.141. Necessary permissions for data

collection were obtained from relevant authorities, and

verbal informed consent was secured from participants.

The study's objectives were explained to participants,

who joined the research voluntarily and without

coercion. Researchers were committed to maintaining

confidentiality and protecting the identities of

participants throughout the study. If requested, the

results were made available to participants. Trust and

honesty were upheld during the data collection,

analysis, and interpretation processes. Adherence to the

principles of the research ethics committee was ensured

throughout the study.

4. Results

The participants in this study were 20 specialist

physicians (15 men and 5 women) working in selected

AJA medical centers in Tehran. The average age of the

participants was 42 years, and their average work

experience was 14 years. The demographic profile of the

participants, including age, sex, and marital status, is

presented in Tables 1. and 2.

In this study, after analyzing 185 codes, the obstacles

to the development of AI in selected AJA medical centers

were categorized into three main categories: Extra-

organizational and organizational factors, individual

factors, and educational factors, with a total of 10 sub-

categories (Table 3).

According to the participants, extra-organizational

and organizational factors and their subclasses are

significant barriers to the development of AI in AJA

medical centers. International sanctions against Iran,

coupled with economic issues at the national level and

economic problems within medical centers, were

identified as major obstacles to advancing AI in these

settings. Participants also noted that economic

challenges have impacted the availability and quality of

facilities necessary for utilizing AI in patient care and

treatment.

Below are some examples from the interviews:

"Due to the economic issues of our country, we have a

lot of shortages. I can almost say that we don't have

much ability in regular and up-to-date purchase of tools

and equipment necessary for the development of AI in

the hospital, and this can affect the quality of our work"

(participant number 8).

"Perhaps one of the reasons for the insufficient

development of AI in our hospitals is the laws. However,

we have limitations due to our special military

conditions, and we cannot introduce any technology

without much attention and care" (participant number

15).

"In my opinion, the authorities still do not have an

enthusiastic vision about bringing AI to hospitals, and

this shows that the attitude of the hospital is such that

they do not think much about AI. They are mostly

involved in hospital management and daily work"

(participant number 8).

In this study, it was determined that individual

factors and their subclasses are also significant

influences on the development of AI in AJA medical

centers.

Additionally, one of the main categories identified in

this study was educational factors. Participants noted

that AI was not included in their educational

curriculum. They also highlighted that professors

lacked the necessary skills in this area, and the overall

quality of education regarding AI was not satisfactory.

"Perhaps the problems in our medical centers cause

not a very good view of AI. Either way, AI can be a job

competitor for many of us" (participant number 4).

"We don't have much knowledge about AI. There may

be a positive attitude in this matter, but unfortunately,

we haven’t undergone a training or retraining course in

this matter" (participant number 6).

"In my opinion, one of the factors that is effective in

this case is our professors. They do not have the

necessary and sufficient skills in this matter"

(participant number 18).

5. Discussion

In this study, obstacles to the development and use of

AI were examined from the perspective of specialist

physicians working in selected AJA medical centers. The

findings revealed that organizational and extra-

organizational factors, such as sanctions and economic

issues, governing attitudes, rules and regulations,

available facilities, and the quality of these facilities, are

among the main barriers to adopting AI in military

medical centers. Sanctions and economic challenges

hinder the purchase or acquisition of AI tools and

facilities, while strict laws and regulations create

additional obstacles to its development in military

environments. Military centers face unique limitations,

https://brieflands.com/articles/jjcdc-143796
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Table 1. Participants’ Characteristics

Characteristics No.

Age (y)

30 - 40 10

41 - 50 6

More than 51 4

Sex

Female 5

Male 15

Work experience (y)

5 - 10 6

6 - 11 7

12 - 17 3

18 years and more 4

Table 2. Demographic Characteristics of The Participants

Participant’s Code Age (y) Sex Marital Status

1 30 Male Single

2 30 Male Single

3 30 Female Single

4 37 Female Married

5 32 Male Married

6 31 Female Single

7 31 Female Single

8 34 Male Single

9 33 Male Single

10 33 Male Married

11 52 Male Married

12 45 Male Married

13 41 Male Married

14 56 Male Married

15 45 Female Married

16 44 Male Married

17 47 Male Married

18 41 Male Married

19 55 Male Married

20 52 Male Married

particularly regarding equipment and facilities, which

were thoroughly considered in this study.

Regulatory facilities play a critical role in prioritizing

safety and establishing guidelines for new medical

devices, products, and drugs. Similarly, AI systems

require proper regulations to ensure their safe and

effective use. For AI tools to be implemented, their safety

and diagnostic accuracy must be validated. An effective

screening tool should have high sensitivity to ensure

that significant cases of real patients are not missed, as

untreated cases can have serious health consequences

(26). Additionally, a lack of knowledge among decision-

makers about evidence-based applications of AI,

combined with sanctions and the high costs of

purchasing and developing AI tools, serves as another

significant barrier to its use (27).

Other findings revealed that individual factors, such

as insufficient knowledge, negative attitudes, and

individual resistance to change, are additional obstacles

to the development and use of AI in military

organizations. A lack of a positive vision and attitude

toward AI, coupled with viewing it as a competitor, was

https://brieflands.com/articles/jjcdc-143796
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Table 3. Categories and Subcategories Extracted from Data Analysis

Categories Subcategories

Extra-organizational and organizational
factors

(1) Sanctions and economic issues; (2) the attitude governing the organization; (3) rules and regulations; (4) available facilities;
(5) quality of available facilities

Individual factors (1) Knowledge and attitude; (2) individual resistance to change

Educational factors (1) Quality of education; (2) educational curriculum

identified as one of the key individual barriers. In this

study, participants expressed concerns about AI

potentially threatening their employment. They

believed there was a possibility that AI could replace

their roles, a finding consistent with the results of other

studies (28, 29). However, this finding contrasts with

other qualitative studies related to AI, which have

shown that participants are generally not concerned

about AI replacing their tasks (16, 30). It appears that

individual resistance to change and reluctance to adopt

AI may stem from insufficient knowledge about the

technology among the participants in our study. This

aligns with findings from other studies, which also

identified insufficient knowledge as a significant barrier

to the development and use of AI (31, 32).

The present study highlighted that the lack of

integration of AI into the educational curriculum and

the shortage of skilled professors are among the key

educational factors hindering the development of AI.

The advancement of AI systems necessitates

knowledgeable personnel to build, maintain, and

improve these systems. Critical tasks such as tagging

data, training, and testing an AI system demand

significant resources, including time, finances, and

personnel expertise.

Designing training programs for healthcare workers

on AI and its specific algorithms also requires skilled

human resources, which is unattainable without an

effective health system supported by experienced

professors (33). Similarly, other studies have shown that

no specific training programs or algorithms currently

exist in the field of AI (34, 35).

5.1. Limitations

Due to the specific conditions of the research

environment, participants in this study may not have

shared all aspects of their experiences. Although efforts

were made to build trust during data collection,

participants may have been influenced by

organizational restrictions during the interviews.

Additionally, given the qualitative nature of the study,

caution is needed in generalizing the findings.

Another limitation is that most participants lacked

direct experience with AI in their daily lives. Although

some general information about the research question

was provided before the interviews, the term "artificial

intelligence" was intentionally not defined precisely. As

a result, participants' interpretations of what AI meant

may have varied, potentially leading to

misunderstandings.

5.2. Conclusions

The use of AI in healthcare provided by military

centers offers significant benefits, but the obstacles to

its implementation in these organizations must be

addressed. This study may contribute to the

advancement of AI in military centers by encouraging

revisions to organizational rules and educating

stakeholders on the benefits of its application.

Acknowledgements

The authors of this article express their heartfelt

appreciation and gratitude to all the members of the

medical care team who collaborated in this study.

Footnotes

Authors' Contribution: Study concept and design

was done by F. K., E. E., and N. M.; Acquisition of data was

done mainly by F. K. and E. E.; Analysis and

interpretation of data was done by all four authors.;

Study supervision was done by F. K.; Drafting of the

manuscript was done by F. K. and E. E.; Critical revision

of the manuscript for important intellectual content

was done by N. M. and Y. H.

Conflict of Interests Statement: There was no

financial or any kind of interest for any of authors to be

declared.

Data Availability: The dataset presented in the study

is available on request from the corresponding author

during submission or after publication.

https://brieflands.com/articles/jjcdc-143796


Esfandiari E et al. Brieflands

Jundishapur J Chronic Dis Care. 2025; 14(1): e143796 7

Ethical Approval: This study was approved by the

Ethics Committee of AJA University of Medical Sciences

with code IR.AJAUMS.REC.1401.141 .

Funding/Support: There was no funding or support

needed for this research to be done.

Informed Consent: Informed consent was obtained

from all participant.

References

1. Ahmed Z, Bhinder KK, Tariq A, Tahir MJ, Mehmood Q, Tabassum MS, et

al. Knowledge, attitude, and practice of artificial intelligence among

doctors and medical students in Pakistan: A cross-sectional online

survey. Ann Med Surg (Lond). 2022;76:103493. [PubMed ID: 35308436].

[PubMed Central ID: PMC8928127].

https://doi.org/10.1016/j.amsu.2022.103493.

2. Chen M, Decary M. Artificial intelligence in healthcare: An essential

guide for health leaders. Health Manage Forum. 2020;33(1):10-8.

[PubMed ID: 31550922]. https://doi.org/10.1177/0840470419873123.

3. Liyanage H, Liaw ST, Jonnagaddala J, Schreiber R, Kuziemsky C, Terry

AL, et al. Artificial Intelligence in Primary Health Care: Perceptions,

Issues, and Challenges. Yearb Med Inform. 2019;28(1):41-6. [PubMed ID:

31022751]. [PubMed Central ID: PMC6697547].

https://doi.org/10.1055/s-0039-1677901.

4. Sadoughi F, Sheikhtaheri A. [Applications of Artificial Intelligence in

Clinical Decision Making: Opportunities and Challenges]. Healthc

Inform Manag J. 2011;8(3). FA.

5. Vearrier L, Derse AR, Basford JB, Larkin GL, Moskop JC. Artificial

Intelligence in Emergency Medicine: Benefits, Risks, and

Recommendations. J Emerg Med. 2022;62(4):492-9. [PubMed ID:

35164977]. https://doi.org/10.1016/j.jemermed.2022.01.001.

6. Ooi SKG, Makmur A, Soon AYQ, Fook-Chong S, Liew C, Sia SY, et al.

Attitudes toward artificial intelligence in radiology with learner

needs assessment within radiology residency programmes: a

national multi-programme survey. Singapore Med J. 2021;62(3):126-34.

[PubMed ID: 31680181]. [PubMed Central ID: PMC8027147].

https://doi.org/10.11622/smedj.2019141.

7. Jassar S, Adams SJ, Zarzeczny A, Burbridge BE. The future of artificial

intelligence in medicine: Medical-legal considerations for health

leaders. Healthc Manage Forum. 2022;35(3):185-9. [PubMed ID:

35354409]. [PubMed Central ID: PMC9047088].

https://doi.org/10.1177/08404704221082069.

8. Haenssle HA, Fink C, Schneiderbauer R, Toberer F, Buhl T, Blum A, et

al. Man against machine: diagnostic performance of a deep learning

convolutional neural network for dermoscopic melanoma

recognition in comparison to 58 dermatologists. Ann Oncol.

2018;29(8):1836-42. [PubMed ID: 29846502].

https://doi.org/10.1093/annonc/mdy166.

9. Lee EE, Torous J, De Choudhury M, Depp CA, Graham SA, Kim HC, et al.

Artificial Intelligence for Mental Health Care: Clinical Applications,

Barriers, Facilitators, and Artificial Wisdom. Biol Psychiatry Cogn

Neurosci Neuroimaging. 2021;6(9):856-64. [PubMed ID: 33571718].

[PubMed Central ID: PMC8349367].

https://doi.org/10.1016/j.bpsc.2021.02.001.

10. McKinney SM, Sieniek M, Godbole V, Godwin J, Antropova N,

Ashrafian H, et al. International evaluation of an AI system for breast

cancer screening. Nature. 2020;577(7788):89-94. [PubMed ID:

31894144]. https://doi.org/10.1038/s41586-019-1799-6.

11. Tarumi S, Takeuchi W, Chalkidis G, Rodriguez-Loya S, Kuwata J, et al.

Leveraging Artificial Intelligence to Improve Chronic Disease Care:

Methods and Application to Pharmacotherapy Decision Support for

Type-2 Diabetes Mellitus. Method Inform Med J. 2021;60(S 01):e32-43.

https://doi.org/10.1055/s-0041-1728757.

12. Subramanian M, Wojtusciszyn A, Favre L, Boughorbel S, Shan J,

Letaief KB, et al. Precision medicine in the era of artificial

intelligence: implications in chronic disease management. J Transl

Med. 2020;18(1):472. [PubMed ID: 33298113]. [PubMed Central ID:

PMC7725219]. https://doi.org/10.1186/s12967-020-02658-5.

13. Castagno S, Khalifa M. Perceptions of Artificial Intelligence Among

Healthcare Staff: A Qualitative Survey Study. Front Artif Intell.

2020;3:578983. [PubMed ID: 33733219]. [PubMed Central ID:

PMC7861214]. https://doi.org/10.3389/frai.2020.578983.

14. Hamedani Z, Moradi M, Kalroozi F, Manafi Anari A, Jalalifar E, Ansari

A, et al. Evaluation of acceptance, attitude, and knowledge towards

artificial intelligence and its application from the point of view of

physicians and nurses: A provincial survey study in Iran: A cross-

sectional descriptive-analytical study. Health Sci Rep. 2023;6(9). e1543.

[PubMed ID: 37674620]. [PubMed Central ID: PMC10477406].

https://doi.org/10.1002/hsr2.1543.

15. Lai MC, Brian M, Mamzer MF. Perceptions of artificial intelligence in

healthcare: findings from a qualitative survey study among actors in

France. J Transl Med. 2020;18(1):14. [PubMed ID: 31918710]. [PubMed

Central ID: PMC6953249]. https://doi.org/10.1186/s12967-019-02204-y.

16. Blease C, Kaptchuk TJ, Bernstein MH, Mandl KD, Halamka JD,

DesRoches CM. Artificial Intelligence and the Future of Primary Care:

Exploratory Qualitative Study of UK General Practitioners' Views. J

Med Internet Res. 2019;21(3). e12802. [PubMed ID: 30892270]. [PubMed

Central ID: PMC6446158]. https://doi.org/10.2196/12802.

17. Chomutare T, Tejedor M, Svenning TO, Marco-Ruiz L, Tayefi M, Lind K,

et al. Artificial Intelligence Implementation in Healthcare: A Theory-

Based Scoping Review of Barriers and Facilitators. Int J Environ Res

Public Health. 2022;19(23). [PubMed ID: 36498432]. [PubMed Central

ID: PMC9738234]. https://doi.org/10.3390/ijerph192316359.

18. Alsobhi M, Sachdev HS, Chevidikunnan MF, Basuodan R, Khan F, et al.

Facilitators and Barriers of Artificial Intelligence Applications in

Rehabilitation: A Mixed-Method Approach. Int J Environ Res Public

Health. 2022;19(23). [PubMed ID: 36497993]. [PubMed Central ID:

PMC9737928]. https://doi.org/10.3390/ijerph192315919.

19. Amerion A, Delaavari AR, Teymourzadeh E. [Rate of preparedness in

confronting crisis in three selected border hospitals]. J Military Med.

2022;12(1):19-22. FA.

20. Modiri M, Modiri E. [Strategies for Armed Forces Participation in

Natural Disasters]. Qtly Defens Strateg J. 2013;10(39):35. FA.

21. Streubert H, Carpenter DR. Qualitative research in nursing: Advancing

the humanistic imperative. 5th ed. Philadelphia: Wolters Kluwer

Health/Lippincott Williams & Wilkins; 2011.

22. Forman J, Damschroder L. Qualitative Content Analysis. In: Jacoby L,

Siminoff LA, editors. Empirical Methods for Bioethics: A Primer. 11.

Leeds: Emerald Group Publishing Limited; 2007. p. 39-62.

https://doi.org/10.1016/S1479-3709(07)11003-7.

23. Holley RP. Applications of Social Research Methods to Questions in

Information and Library Science (review). Portal: Library Acad J.

2009;9(4):517-8. https://doi.org/10.1353/pla.0.0081.

24. Tesch R. Qualitative Research: Analysis Types and Software. Oxfordshire:

Routledge; 2013. https://doi.org/10.4324/9781315067339.

25. Lincoln YS, Guba EG. But is it rigorous? Trustworthiness and

authenticity in naturalistic evaluation. New Direct Program Eval J.

2004;1986(30):73-84. https://doi.org/10.1002/ev.1427.

26. Brennan HL, Kirby SD. Barriers of artificial intelligence

implementation in the diagnosis of obstructive sleep apnea. J

Otolaryngol Head Neck Surg. 2022;51(1):16. [PubMed ID: 35468865].

[PubMed Central ID: PMC9036782]. https://doi.org/10.1186/s40463-

022-00566-w.

https://brieflands.com/articles/jjcdc-143796
https://ethics.research.ac.ir/ProposalCertificateEn.php?id=292955
http://www.ncbi.nlm.nih.gov/pubmed/35308436
https://www.ncbi.nlm.nih.gov/pmc/PMC8928127
https://doi.org/10.1016/j.amsu.2022.103493
http://www.ncbi.nlm.nih.gov/pubmed/31550922
https://doi.org/10.1177/0840470419873123
http://www.ncbi.nlm.nih.gov/pubmed/31022751
https://www.ncbi.nlm.nih.gov/pmc/PMC6697547
https://doi.org/10.1055/s-0039-1677901
http://www.ncbi.nlm.nih.gov/pubmed/35164977
https://doi.org/10.1016/j.jemermed.2022.01.001
http://www.ncbi.nlm.nih.gov/pubmed/31680181
https://www.ncbi.nlm.nih.gov/pmc/PMC8027147
https://doi.org/10.11622/smedj.2019141
http://www.ncbi.nlm.nih.gov/pubmed/35354409
https://www.ncbi.nlm.nih.gov/pmc/PMC9047088
https://doi.org/10.1177/08404704221082069
http://www.ncbi.nlm.nih.gov/pubmed/29846502
https://doi.org/10.1093/annonc/mdy166
http://www.ncbi.nlm.nih.gov/pubmed/33571718
https://www.ncbi.nlm.nih.gov/pmc/PMC8349367
https://doi.org/10.1016/j.bpsc.2021.02.001
http://www.ncbi.nlm.nih.gov/pubmed/31894144
https://doi.org/10.1038/s41586-019-1799-6
https://doi.org/10.1055/s-0041-1728757
https://doi.org/10.1055/s-0041-1728757
http://www.ncbi.nlm.nih.gov/pubmed/33298113
https://www.ncbi.nlm.nih.gov/pmc/PMC7725219
https://doi.org/10.1186/s12967-020-02658-5
http://www.ncbi.nlm.nih.gov/pubmed/33733219
https://www.ncbi.nlm.nih.gov/pmc/PMC7861214
https://doi.org/10.3389/frai.2020.578983
http://www.ncbi.nlm.nih.gov/pubmed/37674620
https://www.ncbi.nlm.nih.gov/pmc/PMC10477406
https://doi.org/10.1002/hsr2.1543
http://www.ncbi.nlm.nih.gov/pubmed/31918710
https://www.ncbi.nlm.nih.gov/pmc/PMC6953249
https://doi.org/10.1186/s12967-019-02204-y
http://www.ncbi.nlm.nih.gov/pubmed/30892270
https://www.ncbi.nlm.nih.gov/pmc/PMC6446158
https://doi.org/10.2196/12802
http://www.ncbi.nlm.nih.gov/pubmed/36498432
https://www.ncbi.nlm.nih.gov/pmc/PMC9738234
https://doi.org/10.3390/ijerph192316359
http://www.ncbi.nlm.nih.gov/pubmed/36497993
https://www.ncbi.nlm.nih.gov/pmc/PMC9737928
https://doi.org/10.3390/ijerph192315919
https://doi.org/10.1016/S1479-3709(07)11003-7
https://doi.org/10.1353/pla.0.0081
https://doi.org/10.4324/9781315067339
https://doi.org/10.1002/ev.1427
http://www.ncbi.nlm.nih.gov/pubmed/35468865
https://www.ncbi.nlm.nih.gov/pmc/PMC9036782
https://doi.org/10.1186/s40463-022-00566-w
https://doi.org/10.1186/s40463-022-00566-w


Esfandiari E et al. Brieflands

8 Jundishapur J Chronic Dis Care. 2025; 14(1): e143796

27. Tachkov K, Zemplenyi A, Kamusheva M, Dimitrova M, Siirtola P,

Ponten J, et al. Barriers to Use Artificial Intelligence Methodologies in

Health Technology Assessment in Central and East European

Countries. Front Public Health. 2022;10:921226. [PubMed ID: 35910914].

[PubMed Central ID: PMC9330148].

https://doi.org/10.3389/fpubh.2022.921226.

28. Sangers TE, Wakkee M, Moolenburgh FJ, Nijsten T, Lugtenberg M.

Towards successful implementation of artificial intelligence in skin

cancer care: a qualitative study exploring the views of

dermatologists and general practitioners. Arch Dermatol Res.

2022;315(5):1-9. [PubMed ID: 36477587]. [PubMed Central ID:

PMC9734890]. https://doi.org/10.1007/s00403-022-02492-3.

29. Nelson CA, Pachauri S, Balk R, Miller J, Theunis R, Ko JM, et al.

Dermatologists' Perspectives on Artificial Intelligence and

Augmented Intelligence - A Cross-sectional Survey. JAMA Dermatol.

2021;157(7):871-4. [PubMed ID: 34037674]. [PubMed Central ID:

PMC8156155]. https://doi.org/10.1001/jamadermatol.2021.1685.

30. Blease C, Bernstein MH, Gaab J, Kaptchuk TJ, Kossowsky J, Mandl KD,

et al. Computerization and the future of primary care: A survey of

general practitioners in the UK. PLoS One. 2018;13(12). e0207418.

[PubMed ID: 30540791]. [PubMed Central ID: PMC6291067].

https://doi.org/10.1371/journal.pone.0207418.

31. Sogani J, Allen BJ, Dreyer K, McGinty G. Artificial intelligence in

radiology: the ecosystem essential to improving patient care. Clin

Imaging. 2020;59(1):A3-6. [PubMed ID: 31481284].

https://doi.org/10.1016/j.clinimag.2019.08.001.

32. He J, Baxter SL, Xu J, Xu J, Zhou X, Zhang K. The practical

implementation of artificial intelligence technologies in medicine.

Nat Med. 2019;25(1):30-6. [PubMed ID: 30617336]. [PubMed Central ID:

PMC6995276]. https://doi.org/10.1038/s41591-018-0307-0.

33. Singh RP, Hom GL, Abramoff MD, Campbell JP, Chiang MF; Task Force

on Artificial Intelligence. Current Challenges and Barriers to Real-

World Artificial Intelligence Adoption for the Healthcare System,

Provider, and the Patient. Transl Vis Sci Technol. 2020;9(2):45. [PubMed

ID: 32879755]. [PubMed Central ID: PMC7443115].

https://doi.org/10.1167/tvst.9.2.45.

34. Liu X, Faes L, Kale AU, Wagner SK, Fu DJ, Bruynseels A, et al. A

comparison of deep learning performance against health-care

professionals in detecting diseases from medical imaging: a

systematic review and meta-analysis. Lancet Digit Health.

2019;1(6):e271-97. [PubMed ID: 33323251]. https://doi.org/10.1016/S2589-

7500(19)30123-2.

35. Ciecierski-Holmes T, Singh R, Axt M, Brenner S, Barteit S. Artificial

intelligence for strengthening healthcare systems in low- and

middle-income countries: a systematic scoping review. NPJ Digit Med.

2022;5(1):162. [PubMed ID: 36307479]. [PubMed Central ID:

PMC9614192]. https://doi.org/10.1038/s41746-022-00700-y.

https://brieflands.com/articles/jjcdc-143796
http://www.ncbi.nlm.nih.gov/pubmed/35910914
https://www.ncbi.nlm.nih.gov/pmc/PMC9330148
https://doi.org/10.3389/fpubh.2022.921226
http://www.ncbi.nlm.nih.gov/pubmed/36477587
https://www.ncbi.nlm.nih.gov/pmc/PMC9734890
https://doi.org/10.1007/s00403-022-02492-3
http://www.ncbi.nlm.nih.gov/pubmed/34037674
https://www.ncbi.nlm.nih.gov/pmc/PMC8156155
https://doi.org/10.1001/jamadermatol.2021.1685
http://www.ncbi.nlm.nih.gov/pubmed/30540791
https://www.ncbi.nlm.nih.gov/pmc/PMC6291067
https://doi.org/10.1371/journal.pone.0207418
http://www.ncbi.nlm.nih.gov/pubmed/31481284
https://doi.org/10.1016/j.clinimag.2019.08.001
http://www.ncbi.nlm.nih.gov/pubmed/31481284
https://doi.org/10.1016/j.clinimag.2019.08.001
http://www.ncbi.nlm.nih.gov/pubmed/30617336
https://www.ncbi.nlm.nih.gov/pmc/PMC6995276
https://doi.org/10.1038/s41591-018-0307-0
http://www.ncbi.nlm.nih.gov/pubmed/32879755
https://www.ncbi.nlm.nih.gov/pmc/PMC7443115
https://doi.org/10.1167/tvst.9.2.45
http://www.ncbi.nlm.nih.gov/pubmed/33323251
https://doi.org/10.1016/S2589-7500(19)30123-2
https://doi.org/10.1016/S2589-7500(19)30123-2
http://www.ncbi.nlm.nih.gov/pubmed/36307479
https://www.ncbi.nlm.nih.gov/pmc/PMC9614192
https://doi.org/10.1038/s41746-022-00700-y

