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A B S T R A C T 

In the present study, sodium alginate microparticle for oral delivery of furosemide was 
designed whether the encapsulation into microparticles might improve the oral absorp-
tion of this potent loop diuretic. We described preparation of microspheres based on 
ionotropic gelation method and characterized its physicochemical properties.To acquire 
an optimum formulation, a Generalized Regression Neural Networks (GRNN) and a 
Multi-Layer Perceptron (MLP) were employed. The drug loaded formulation parame-
ters were the input vectors of the GRNN and included the amount of polymer, cross 
linked agent, volume of external and internal phases. The microparticles drug loading, 
size and in vitro drug release constitute the output vector of each network. In this way, 
GRNN and MLP were trained to investigate the functional influence of input variables 
on the output responses. The results demonstrated that GRNN is promising in providing 
better solutions for optimization of drug delivery system formulation.The obtained op-
timum formulation showed a narrow size distribution on an average diameter of 700 ± 
50 m and drug loading of more than 75%. The drug release profile illustrates a sus-
tained released pattern and released percent of about 36% in 2 hour. In vitro drug re-
lease rate for microspheres was found to be sustained over 24 hours, obeying Higuchi 
order kinetic. Furthermore, the results of this paper confirmed that alginate micropar-
ticles could be a hopeful carrier for orally administration of furosemide and provides a 
sustained release property for this potent anti hypertension drug. In addition, the novel 
formulation design facilitates the optimization and successful development of micro-
sphere formulations for enhanced safe and effective oral drug delivery. 
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Introduction 

Cardiovascular disease (CVD) has recently become 
the leading cause of death in developing countries. In 
the last few years, controlled release systems have 
become increasingly important and present some 
advantages over traditional pharmaceutical prepara-
tions. Indeed, in this case, less active drug is neces-
sary for similar results and consequently less sec-
ondary effects and more efficiently used [1]. 
Furosemide5-(aminosulfonyl)-4-chloro-2- [(furanyl-
methyl) amino] . benzoic acid is a diuretic and anti-
hypertensive drug, with high ceiling diuretics exert-
ing its action on the cortical thick ascending limb of 
Henle’s loop in the kidney by interfering with the 
Na+–K+–2Cl- cotransport system at the lumen mem-
brane [2] . This drug is practically insoluble in water
[3,4] . and belongs to class IV of BCS system, which 
has poor and erratic absorption after orally adminis-
tration, and inter subject variation in pharmacokinet-
ic parameters [5] . Consequently, the encapsulation of 
these drugs within biocompatible carriers such as 
micro and nanoparticles, liposomes, micellar systems 
and conjugates has been proposed as a method to 
increase their oral bioavailability [6-11] . 
Alginic acid is a hetero polysaccharide made of α-L-
glucuranic and β-D-manuronic acids and is found in 
many algae species, especially inside the brown al-
gae. The overall composition and the sequence of 
monomers in the alginated polysaccharide vary ex-
tensively depending on the origin [12,13] . Because of 
its advantageous biological properties, such as bio-
degradability, biocompatibility, nontoxicity, high 
adsorption capacity, good adhesion and sorption, 
largely contribute to its multiple applications as gel-
ling agent in food industry to encapsulation of living 
cell [14,15] . This carboxylic polyelectrolyte is soluble 
in water and precipitates in the form of a coacervate 

in the presence of multivalent metal ions like Ca2+, 
Co2+, Zn2+,Ba2+, Fe2+, Fe3+, and Al3+.[16,17] . (Fig.1) 

Several important factors contribute to the effective-
ness of this method in preparing particles with ac-
ceptable size range, shape and the percentage of the 
drug load, namely the concentration of polymer and 
crosslinker and volume of internal and external 
phases. It is difficult to assess the effect of the va-
riables individually or in combination, therefore de-
riving a mathematical model suitable for establishing 
a quantitative relationship between the formulation 
variables is necessary [18-20] . 
Recently, there has been increased interest in appli-
cations of artificial neural networks (ANNs) in bio-
medical researches [21,22] . ANNs are used in pharma-
ceutical and pharmacokinetic areas to model com-
plex relationships and to predict the nonlinear rela-
tionship between causal factors and response va-
riables. The distinct features of the ANN make this 
approach very useful in situations where the func-
tional dependence between the inputs and outputs is 
not clear. 
The Multy-Layer Perceptron (MLP) has played a 
central role in the research of neural networks. 
The study began with the nonlinear and adaptive re-
sponse characteristics of neurons and it was discov-
ered that the MLP is a universal approximate agent 
of relations between inputs and outputs variables [23] . 
This model is a generalization of both radial basis 
function networks (RBFN) and probabilistic neural 
networks that can perform linear and nonlinear re-
gression [24] . These feed-forward networks use basis 
function architectures that can approximate any arbi-
trary function between input and output vectors di-
rectly from training samples, and they can be used 
for multi-dimensional interpolation [25] .  
Although Generalized Regression Neural Network 
(GRNN) are not as commonly used as RBFNs or 
MLP networks, they have been applied to solve a 
variety of problems including prediction, control, 

plant process modeling or general mapping problems

Fig. 1. The molecular structure of furosemide and Structure of alginate showing both β-D-mannuronic acid and α-L-
guluronic acid residues. 
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[26] . GRNN has the advantage of being easily trained
and required only one free parameter.
In the present research, alginate microspheres of fu-
rosemide using ionotropic gelation method are de-
signed and developed, whether the encapsulation
into microparticles might improve the oral absorp-
tion of this potent loop diuretic. To obtain an opti-
mum formulation, the GRNN and
MLP neural networks were employed to obtain op-
timum formulation and experimental data sample
collected from in vitro characterization.

Materilas and Methods 

Chemicals and reagents 

Furosemide was received as a gift sample from Atra 
Co. (Tehran, Iran). Sodium alginate and calcium 
chloride were purchased from Sigma (Oakville, Can-
ada). All other chemicals and solvents were of ana-
lytical grade satisfying pharmacopoeial specifica-
tions. 

Preparation of alginate gel microspheres 

Alginate microspheres were prepared by ionotropic 
gelation technique. Sodium alginate in different con-
centration was dissolved in distilled water under vi-
gorous agitation. The drug was added to aqueous 
solutions of sodium alginate and stirred up to com-
plete dissolution. This solution was dropped using a 
hypodermic syringe into a second solution, contain-
ing CaCl2 with different ratios and cure for 15 min. 
After the microspheres formed, were filtered and 
washed with distilled water, and dried in oven at 
37oC for 48 h (Fig. 2). 
The drug loaded formulation parameters are the in-
dependent variables and include sodium alginate 
concentration (X1), CaCl2 concentration (X2) and 
volume of internal and external phases (X3, X4) (Ta-
ble 1).  
On the other hand, the drug loading (Y1), size of mi-
crospheres (Y2) and the amount of released drug in 2 
h (Y3) are the response and dependent variables (Ta-
ble 2).  
To achieve an optimum formulation, MLP and 
GRNN are employed to investigate the functional 
dependence of input variables on the output response
[27,28] . 

Percentage of formulation yield and drug entrap-
ment efficiency 

The yield was calculated as the weight of the micro-
spheres recovered from each batch di vided by total 

weight of drug and polymer used to prepare that 
batch multiplied by 100. 

The drug entrapment efficiency was calculated as 10 
mg of furosemide microspheres were added to 10 ml 
of isotonic phosphate buffer (pH 7.4) under sonica-
tion for 20 min. Then microspheres were magnetical-
ly stirred to promote swelling and breakup of the 
cross-linked structure. The solution was filtered and 
the aqueous solution was assayed by UV spectropho-
tometer at the max wave length value of 273 nm us-
ing a regression equation derived from the standard 
calibration curve graph (r2=0.9954). The drug en-
trapment efficiency (DEE) was calculated by the fol-
lowing equation: 

Fig. 2. Schematic representation of alginate 
microspheres were prepared by ionic gelation 
method. 

Table 1. Factorial design parameters and 
experimental conditions. 

Factors Low 
level 

High 
level 

X1: concentration of sodium 
alginate (%) 

0.8 4 

X2: concentration of CaCl2 (%) 1 6 

X3: volume t of internal phase 
(ml) 

15 30 

X4: volume of external phase 
(ml) 

20 75 



 Derakhshandeh et al. 

Copyright © 2012 by Kermanshah University of Medical Sciences        JRPS, 2012, 1(1), 49‐59| 52 

DEE (%) = Pc/Tc × 100      (1) 

Where Pc is practical content and Tc is the theoreti-
cal content. All the experimental units were analyzed 
in triplicate (n=3). 

Particle size determination 

Particle size of the prepared microsphere was deter-
mined using an optical microscope (ModelBM-22h) 
fitted with a stage and an ocular micrometer. Hun-
dred dried microspheres were measured for calculat-
ing the mean diameter of microspheres. 

Table 2. Experimental design and percentage of drug loading, size and microparticle yield responses (n = 3) 

Run X1 (%) X2 
(%)

X3 
( ml)

X4 

(ml)
Y1 

(%)
Y2 

(µm)
Y3 

(%)

F1 1.20 1.00 15.00 20.00 10.00±0.50 500.15±51.20 41.26±4.66 

F2 1.50 2.00 25.00 50.00 52.00±0.64 550.11±50.10 53.24±2.56 

F3 2.00 1.50 25.00 50.00 61.22±0.75 600.14±49.25 68.29±1.25 

F4 2.00 2.00 25.00 50.00 63.10±0.91 621.14±50.05 68.15±3.85 

F5 2.00 2.50 25.00 50.00 64.12±0.95 650.45±50.17 69.23±6.59 

F6 2.50 1.00 25.00 50.00 56.12±0.85 670.27±52.41 60.48±7.65 

F7 2.50 1.50 25.00 50.00 60.81±0.94 700.09±33.15 42.14±3.34 

F8 2.50 2.00 25.00 50.00 65.45±0.87 705.34±28.46 63.26±3.78 

F9 2.50 2.50 25.00 50.00 74.25±0.92 750.24±42.15 62.49±5.61 

F10 2.50 3.00 25.00 50.00 79.58±0.75 800.07±35.67 55.58±5.59 

F11 2.50 2.50 15.00 50.00 60.23±0.91 850.27±34.25 59.45±4.25 

F12 2.50 2.50 25.00 75.00 62.21±0.94 854.11±43.65 49.26±7.21 

F13 2.50 6.00 25.00 25.00 58.10±0.89 873.27±41.27 54.33±6.98 

F14 3.00 1.50 25.00 50.00 49.21±0.92 850.78±40.25 46.85±6.31 

F15 3.00 2.00 25.00 50.00 54.21±0.94 907.58±39.57 52.18±5.36 

F16 3.00 2.50 25.00 50.00 60.52±0.84 935.67±43.57 45.54±2.52 

F17 3.00 3.00 25.00 50.00 64.61±0.95 1010.25±74.21 40.27±3.56 

F18 3.50 2.00 25.00 50.00 50.09±0.87 1205.08±69.74 35.64±2.25 

F19 4.00 3.00 30.00 50.00 44.90±0.94 1350.08±97.25 28.67±4.50 

F20 4.00 3.00 20.00 50.00 70.27±0.90 1200.89±49.67 36.33±7.21 

In-vitro drug release study 

In vitro drug release study was carried out in type I 
dissolution test apparatus using phosphate buffer (pH 
7.4), simulated gastric fluid (SGF pH 1.2) and simu-
lated intestinal fluid (SIF pH 7.4) as dissolution me-
dium. Volume of dissolution medium was 500 ml 
and temperature was maintained at (37°C) through-
out study. Basket speed was adjusted at 50 rpm. In 
predicted time interval, 5 ml of sample was with-
drawn with replacement of fresh medium and ana-
lyzed for furosemide content by UV-Visible spectro-
photometer at 273 nm. According to factorial design 
offers, twenty formulations were done and the res-
ponses were evaluated (Table 2). Indeed, the data of 
this table constitute the training and validation data 
sets which are used to obtain the optimum formula-
tion. The variables X1-X4 are the four input variables 

of the ANN while the variables Y1-Y3 represent the 
output variables of the network (four inputs and 
three outputs). 

Differential scanning calorimetry (DSC) 

The physical state of the microparticles components 
was characterized by thermal analysis in DSC-60 
analyzer (Shimadzu Co., Kyoto, Japan). Samples (10 
mg) were sealed into aluminum pans and heated in 
an inert atmosphere of nitrogen with a heat rate of 
10°C/min. Calibration of the system was performed 
using octadecane and indium. 

In vitro drug release kinetics 

In order to determine the release model which best 
describes the pattern of drug release. Data were ana-
lyzed with the following release models: zero order 
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(Eq. 2), first order (Eq. 3), Higuchi (Eq. 4), and Pep-
pas and Korsemayer (Eq. 5). 

Q. t = k0. T   (2) 
LnQt = lnQ0 - k1.t       (3) 
Qt =kH . t1/2      (4) 
Mt/M∞= K. tn      (5) 
where Qt is the amount of drug released in time t, Q0 
is the initial amount of drug in the microspheres, Mt 
corresponds to the amount of drug released in time t, 
M∞ is the total amount of drug that must be released 
at infinite time, K is a constant and n is the release 
exponent indicating the type of drug release mechan-
ism. If n approaches 1, the release mechanism is zero 
order. On the other hand, if 0.5 < n < 1, non-Fickian 
transport is the case. 
The preference of a certain mechanism was based on 
the correlation coefficient (r2) for the studied Para-
meters, where the highest correlation coefficient is 
preferred for the selection of mechanism of release 

[28,29] .

Neural Network Models 

ANNs are characterized in principle by a network 
topology, a connection pattern, neural activation 
properties and train strategy. The rapid development 
of ANN technology in recent years has led to an en-
tirely new approach for biomedical applications. In 
this section, two types of neural networks that are 
MLP and GRNN are briefly explained. These net-
works will be used in the next section to obtain the 
optimum formulation. 

Multi-Layer Perceptron (MLP) 

An MLP, illustrated in Fig.3, is used as a first struc-
ture for simulations. In the conventional structure of 
an MLP, a neuron receives its input either from other  
neurons or from external inputs (input vector). A 
weighted sum of these inputs constitutes the argu-
ment of a nonlinear activation function. The result-
ing value of the activation function is the neural out-
put. In Fig.3, the output Y of the MLP is a vector 
with n components determined in the terms of m 
components of an input vector X and l components 
of the hidden layer. The mathematical representation 
may be expressed as:  

(6) 

nibbxwvy
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wjkjkiji ,...,1

1 1


















  

 



Where vij and wjk are synaptic weights, xk is kth ele-
ment of the input vector, σ(.) is an activation func-

tion and b is the bias which has the effect of increas-
ing or decreasing the net input of the activation func-
tion depending on whether it is positive or negative, 
respectively. It has been shown that the MLP with 
tanh nonlinearity or other monotonic nonlinearities is 
a universal approximate agent or to any arbitrary 
input-output mappings provided that some reasona-
ble conditions on the nonlinear mapping are satisfied
[27] . 

Fig. 3. The MLP Structure 

Generalized Regression Neural Network (GRNN) 

GRNNs belong to the class of neural networks wide-
ly used for the continuous function mapping. 
The main function of a GRNN is to estimate a linear 
or nonlinear regression surface on independent va-
riables (input vectors) U, given the dependent va-
riables (desired output vectors) X. That is, the net-
work computes the most probable value of an output, 
x^, given only training vectors U. Specifically, the 
network computes the joint probability density func-
tion of U and X. Then the expected value of X given 
U is expressed as: [24] . 











dXXUf

dXXUfX

UXE

),(

),(

][  (7) 

An important advantage of the GRNN is its simplici-
ty and fast approximation procedure [28] . In addition, 
the training process with a GRNN-type algorithm is 
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much more efficient than with the BP-NN algorithm. 
The topology of a GRNN is described in Fig. 4. 

Fig. 4.  The GRNN architecture. 

Table 3.  Mean prediction errors of the individual output 
variables for each neural network. 

Network MPE of 
the Y1 

MPE of 
the Y2 

MPE of 
the Y3 

Average  
MPE 

MLP 0.1483 0.2103 0.1923 0.1836 

GRNN 0.1109 0.1879 0.1384 0.1457 

Optimization of drug delivery system formulation 

To find the optimum formulation, at first, GRNN 
and MLP are trained using the data sample listed in 
Table 2. In so doing, we divided the data samples 
into two groups, the training and validation data sets. 
The training group contains 17 randomly selected 
samples from Table 2 and the validation group in-
cludes the other three remaining samples. There are 
significant variations in the scales of the values of 
the second input variables. These different scales of 
the inputs led to ill-conditioning of the problem and 
hence the ANN could not be trained efficiently. To 
avoid this problem, all the data listed in Table 2 are 
normalized to the range of [-1, 1] . before training of 
the networks. The selection of suitable network ar-
chitecture is another important factor, since it affects 
the network convergence as well as the accuracy of 
estimations [32] .  
There exist no analytical methods to determine the 
optimum number of neurons required for a specific 
problem [21] . Several rules of thumb to select the 
number of hidden neurons in an ANN have been 
proposed by various researchers [22] . It should be 
mentioned that the number of hidden neurons gener-
ally depends on many factors, especially the distribu-
tion of training data and the number of data samples. 
However, in this work, MLP network was trained 
with a different number (from three to seven) of hid-
den neurons. The error value is high when the num-
ber of neurons is low; in addition, increasing the 
number of hidden neurons decreases the final error 
value and makes the network move towards the 

global minimum. However, when we have more than 
four neurons in the hidden layer, over-fitting occurs. 
In this case the number of network parameters that 
should be adjusted through the learning algorithm is 
more than the required ones. Therefore, four neurons 
are required in the hidden layer which leads to the 
fast convergence and stable minimum error. 
To train GRNN, after several simulations and based 
on trial and error method, σ=0.5 was selected. To 
evaluate the performance of each trained network, 
according to Rafienia and colleagues, [10] . we calcu-
lated the mean prediction error (MPE) as defined by: 

n

xx
MPE ii 


)ˆ(

     (8) 

Where xi and x^ are the target value and the esti-
mated value of the variable by the ANN, respectively 
and n is the number of validation data sample. This 
quantity was computed for each of the validation 
sample. In this case, we had three MPEs, in which 
their mean value was used as an index to evaluate the 
trained neural network performance. For this crite-
rion, the mean value error of the individual outputs 
for each network is shown in Table 3. The average 
mean prediction error (AMPE) for each network is 
also shown in Table 3. Since, different executions of 
the MLP network leads to the different MPEs, this 
process should be repeated several times to guaran-
tee the accuracy of the neural network response. 
Hence, 10 trials were executed for the MLP network. 
The variance of the aforementioned process for the 
first, second and the third output variables respec-
tively, which are about 0.1, 0.2, and 0.12%. This 
confirms the accuracy of the estimations for the 
MLP network. Noteworthy that there is no need to 
carry out this process for the GRNN, since the per-
formance of this networks will not changed during 
different trials. In fact, this is one the main advantag-
es of the GRNN. It does not depend on the different 
execution.  
As can be seen in Table 3, the performance of the 
GRNN network in estimation of output variables is 
better than the MLP performance. When the MLP 
and GRNN were trained, we used the lower and up-
per limits of the input variables given in Table 1 to 
partition the input space into smaller regions. In this 
way, the interval between upper and lower limits of 
each input variable is divided into several segments. 
In this research, for the first input variable X1, the 
interval [0.8, 4] . is divided into 32 segments with 
each step length equal to 0.1. For the second, third 
and fourth input variables the step lengths are 0.1, 
2.5 and 5, respectively. Next, the values of these 
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Drug entrapment efficiency of microspheres 

 The incorporation efficiency increased progressively 
with increasing sodium alginate concentration (Table 
2). An increase in the alginate concentration resulted 
in the formation of larger microspheres entrapping 
greater amounts of the drug. 
This may be attributed to the greater availability of 
active calcium-binding sites in the polymeric chains 
and, consequently, the greater degree of  

cross-linking as the quantity of sodium alginate in-
creased (1.5-3% w/v). The low incorporation effi-
ciency of alginate beads cross-linked with Ca2+ could 
be attributed to the formation of porous beads ensur-
ing the diffusion of the drug out of the beads at the 
time of curing (<1.5%). In amount of (>3% w/v) be-
cause high viscosity of polymer, drug cannot correct-
ly loaded in polymer. 
The formulation yield in all experiments was upper 
than 93±5%. 

Differential scanning calorimetry (DSC) 

The graphs of DSC were shown in Fig. 6. As dem-
onstrated in the graphs, furosemide exhibited a cha-
racteristic, sharp exothermic peak at 220 ºC which is 
associated with an initial and small melting point 
followed by a sharp decomposition peak of the drug. 
The alginate polymer (graph b) show a endothermic 
wide pick at 102 ºC that indicates glass Transition 
Temperature (Tg) point of polymer and decomposi-
tion peak at 230-250 ºC. From the graph (c), we can 
find easily that the physical mixture of drug with 
carrier material had two peaks at 220 ºC and 102ºC 
respectively. 

Fig. 6. The DSC graphs of: A) pure furosemide, B) pure 
Alginate, C) microspheres contained drug, D) microsphere 
without drug 

These results indicated that their properties were 
kept in physical mixture. According to the graph (c 
and d), represent that the properties of drug disap-

peared. The reason should be explained that the mi-
croparticles were formed and the drug crystal struc-
ture changed to amorphous state. The endothermic 
peaks at 170-200 oC, shows a significant effect of 
crosslink agent on alginate structure.  

In vitro dissolution and release kinetic models 

All the formulations found to release furosemide in a 
controlled manner over six hours. To study the effect 
of sodium alginate concentration on furosemide re-
lease, it was used at four different concentrations 
(1.5-3.5 % w/v). The release profiles are shown in 
Fig 7. 

Fig. 7. Effect of sodium alginate concentration on release 
characteristics of furosemide in phosphate buffer pH 7.4.  
(mean ± SD, n = 3). 

The results indicated the more sustained effect with 
an increase in the concentration of sodium alginate. 
It is observed that the steady state release was 
achieved after an initial lag time and it was directly 
proportional to the concentration of polymers, prin-
ciple of gelation by calcium chloride is based on the 
formation of tight junction between the guluronic 
acid residues. This increasing in the apparent cross 
linking density delayed the alginate gel disintegra-
tion in phosphate buffer due to the retardation of 
Ca2+ exchange with Na+ and eventually increasing 
lag time. Increased alginate gel density per unit vo-
lume was also thought to affect the decreased pore 
size within the gels, and thus furosemide release be-
comes slow. 
The rate of release has been prolonged with increas-
ing CaCl2 concentration. That can be explained by 
considering the structure of the gel microspheres. 
Low Ca2+ concentration leads probably to a loose 
gel, so, the drug can be easily released from the car-
rier (Fig 8). 
The in vitro dissolution data were analyzed by dif-
ferent kinetic models in order to find out the n value, 
which describes the drug release mechanism. The 
results revealed that furosemide release from in the 
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phosphate buffer followed Higuchi diffusion (Table 
4). 

Fig. 8. Effect of CaCl2 concentration on release characteristics 
of furosemide in phosphate buffer pH 7.4. Bars indicate ±SD (n 
= 3). 

The values of n for the release of furosemide from 
the best formulation, indicating that the drug release 
from the microspheresfollowed the anomalous fick-
ian diffusion mechanism controlled by swelling and 
relaxation of the polymer chains.  
Fig. 9 shows the release behavior of furosemide from 
alginate microspheres in SGF (pH 1.2) and SIF (pH 
7.4). Approximately, 12% of the drug was released 
in the SGF over a period of 3 h and 70% in SIF in 24 
h. It is generally seen that when microspheres of hy-
drophilic polymers are immersed in water, they swell
and form a gel diffusion layer that hinders the out-
ward transport of the drug, hence, producing a con-
trolled release effect. However, at acidic pH the algi-
nate microspheres shrink due to tightening of the gel
meshwork.

Fig. 9. Drug release profile of optimized formulation in 
SGF pH 1.2 and SIF pH 7.4. Bars indicate SD (n = 3). 

The best-fit model for drug release from micro-
spheres was the Higuchi’s matrix model (Table 4). 
The polymer is eroded at alkaline pH and the con-
tents are released in a sustained manner by both dif-
fusion and slow erosion of polymer matrix. 

Discussion 

In this paper, it was verified that furosemide loaded 
alginate microspheres can be utilized for oral admin-
istration using the ionotropic gelation method. The 
chemistry and relatively mild cross linking condi-
tions of alginate have enabled this naturally occur-
ring biopolymer to be used for the encapsulation of a 
wide variety of drugs. Various therapeutic agents 
such as antidiabetic, [33] . anti-inflammatory, [34] . anti-
biotics, [35] . proteins and enzymes [36] . have been in-
corporated in polysaccharides microsphere to 
achieve a controlled release system. To acquire the 
optimum formulation for drug delivery system, an 
ANN-based approach is proposed. Considering the 
drug loaded formulation parameters including the 
amount of polymer, cross linked agent, volume of 
external and internal phases as the input variables 
and drug loading, size and in vitro drug release as the 
output variables. MLP and GRNN were trained to 
estimate the nonlinear correlation between the input 
and output spaces. Indeed, the potential of these two 
networks to obtain the optimum values for input va-
riables were compared. It would appear that perfor-
mance of the trained GRNN to minimize the cost 
function is superior to the performance of the trained 
MLP and is more reliable than MLP to final opti-
mum formulation for drug delivery system. 
Controlled release microspheres were successfully 
prepared and characterized. Microspheres are spheri-
cal in shape and having a smooth surface. The drug 
entrapment capacity is about 75%. The microspheres 
were found to be effective in sustaining the drug re-
lease more than 12 hours. Drug release was diffusion 
controlled and followed Higuchi order kinetic. The 
process of drug release from the polymer-drug ma-
trix involves gelation of the polymer, dissolution of 
the drug, and diffusion of drug through resultant hy-
drated layer. 
The results of this paper showed that utilizing ANN 
to obtain optimum formulation needs fewer experi-
ments which may present new opportunities for the 
development of easy, reproducible and cost effective 
method in drug delivery applications. In sum, the 
application of the ANNs in biomedical research will 
definitely increase in the near future. However, the 
point which is noteworthy is the fact that there is no 
single modeling approach to address all require-
ments. 
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