Comparing Data Mining Algorithms for Breast Cancer Diagnosis
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Abstract

**Background:** Early screening and diagnosis of breast cancer (BC) is critical for improving the quality of care and reducing the mortality rate.

**Objectives:** This study aimed to construct and compare the performance of several machine learning (ML) algorithms in predicting BC.

**Methods:** This descriptive and applied study included 1,052 samples (442 BC and 710 non-BC) with 30 features related to positive and negative BC diagnoses. The data mining (DM) process was implemented using the selected algorithm, including J-48 and random forest (RF) decision tree (DT), multilayer perceptron (MLP), Naïve Bayes (NB), AdaBoost (AB), and logistics regression (LR) classifier. Then, we obtained the best algorithm by comparing their performances using the confusion matrix and area under the receiver operator characteristics (ROC) curve (AUC). Finally, we adopted the best model for BC prognosis.

**Results:** The results of evaluating various DM algorithms revealed that the J-48 DT algorithm had the best performance (AUC = 0.922), followed by the AB, MLP, LR, and RF algorithms (AUC: 0.899, 0.819, 0.716, and 0.703, respectively). Also, the NB algorithm achieved the lowest performance in this regard (AUC = 0.669).

**Conclusions:** The ML presents a reasonable level of accuracy for an early diagnosis and screening of breast malignancies. Also, the empirical results showed that the J-48 DT algorithm yielded higher performance than other classifiers.
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1. Background

Today, breast cancer (BC) is considered the leading mortality culprit in the female population. In the Western communities, about 10% of women are susceptible to the disease, which makes up 12.5% worldwide (1, 2). In the United States, one in eight women is at greater risk of BC during their lifetime (3, 4). Additionally, it is estimated that about 200 million people will suffer from the disease annually in India by 2030, which is, per se, an epidemic for the country (5). Today, evidence implies that the BC is considered a global challenge due to its heterogeneous, multifactorial, violent nature, and destructive effects on health (6, 7). According to reports, it has been well established that malignant BC is often invasive and develops in the early stages in the mammary glands and ducts (8). It is followed by diffusion to the surrounding tissues, axillary lymph nodes and metastasizes to the bones, liver, brain, or lungs in the advanced stages (9, 10). Most regretfully, many malignancies are diagnosed late in the advanced stages, with the tumor metastasizing to tissues around the breast, axillary lymph nodes, and even other organs (11, 12). Reported, numerous clinical and nonclinical factors may affect the incidence of BC (13). Hence, the most effective way to reduce BC mortality is timely detection and treatment, which, in turn, necessitates faster diagnosis in the early stages.

Moreover, it is very demanding to differentiate between benign and malignant cancers in the initial diagnosis (14, 15). Therefore, to come up with an accurate and correct method for early detection is of great significance. A biopsy is the best way to diagnose benign or malignant cancers. However, it is an invasive and expensive procedure (16). Also, physicians and cancer specialists usually analyze clinical and laboratory data manually and then...
opt for a relevant decision, making the method slow, expensive, time-consuming, and subjective (1). Given the different stages and severity of the disease and some ambiguities and unpredictable conditions about its consequences, it is imperative to adopt innovative technologies for screening (17). Also, so much research has focused on statistical methods and artificial intelligence (AI) in predicting cancer (16).

Recently, researchers have shown great interest in developing new and non-invasive digital technologies such as AI that can effectively prompt accurate and timely detection of malignancies (18). It is claimed that these technologies may minimize diagnostic errors and discrepancies among observers at any level of prediction, prognosis, and treatment. Therefore, diagnostic and prognostic models can help identify at-risk patients and adopt the most effective support and treatment programs (3, 19-21). Machine learning (ML), a branch of AI, can extract high-quality knowledge and patterns from a substantial raw dataset. Also, it can ease evidence-based risk analysis, screening, predictive, and care planning research and support reliable clinical decisions. Thus, it might improve patient care outcomes and quality and reduce uncertainty and ambiguity (3, 4, 22).

Data mining (DM) methods are used for BC in various areas, including early detection, differentiation of benign or malignant nature, prediction of patient survival after treatment, and the possibility of its recurrence (1, 2, 5, 23). It can also help physicians achieve significant results without dependency on invasive and complicated procedures (1). In this regard, many ML-based algorithms are applied for predicting and classifying BC outcomes.

2. Objectives

This study aimed to develop and evaluate the selected ML classifiers for early detection of BC and choose the best ones. We answered the following questions: (1) ‘What are the most relevant predictors for predicting the BC?’ and (2) ‘How would the best ML algorithm be considered for the BC diagnosis, and how can it improve the BC diagnosis using the selected diagnostic factors?’

3. Methods

This retrospective single-center study aimed to develop a BC risk prediction model using the most popular ML algorithms and selecting the best performance.

3.1. Study Roadmap and Experiment Environment

All experiments on the ML models described in the present paper were run using Weka (version 3.9) in three phases, including dataset preprocessing, training, and evaluation. The ML models developed in Weka environment software are applied to various real-world issues. The Weka environment also provides an excellent framework for developers to run and evaluate their ML algorithms. The road map of the proposed system for the detection of BC is displayed in Figure 1.

3.2. Data Collection and Dataset Characteristics

In this study, models were trained and evaluated on the dataset of suspected BC cases from December 2017 to January 2021. The BC suspected case records were attained from the BC registry database in the Ayatollah Taleghani hospital in Abadan, Iran. Furthermore, the ethics board of Ilam University of Medical Science (IIUMS) approved the study design (code: IR.MEDILAM.REC.1399.294). Also, the registry database contained 2,854 records with 30 diagnostic variables. The variables are classified into six main categories as follows: (1) basic information such as nationality, education, age, job, body mass index (BMI), and the ratio of waist to the breast; (2) nutritional features, including salt intake, vegetable, and fruit consumption, dairy consumption, oil consumption, and fast food eating; (3) history of diseases such as fatness, hyperglyceridemia, hyperlipidemia, hypercholesterolemia, hypertension, common cold, and diabetes; (4) history of BC and interventions, e.g., the history of breast sampling, family history of BC, chest radiotherapy, and personal history of BC; (5) clinical manifestations such as a mass in the upper quarter of the breast or unspecified region of the breast; and (6) epidemiological factors like alcohol consumption, walking, physical activities, optimal physical activities, and heavy job activities as the independent variables in this study. The dependent variable was the BC diagnosis with two values of 0 and 1, which were associated with negative and positive BC diagnoses, respectively.

3.3. Preprocessing Dataset

Firstly, two health information managers (HIMs) (R-N and M-SH) and two cancer and gynecological specialists thoroughly reviewed the information of the dataset concerning quantitative and qualitative investigations. Also, implementing the ML algorithms was preceded by preprocessing the raw dataset. Of course, this stage is a common requirement for many ML predictions. For this purpose, we removed the samples with more than 70% missing values from the study, that were insignificant in statistical analysis. In the next step, the two methods of the K-Nearest Neighborhood with a specific amount of K and average available values were used for the cases having less than 70% missing values to embed the qualitative and quantitative variables, respectively.
3.4. Model Development and Assessment

Having normalized the dataset through cleaning the records with the high rate of missing values, we performed the predictive models using various DM algorithms with specified technical features in Weka V3.9 software environment. The selected DM algorithms, including AB, LR, MLP, NB, J-48, and RF algorithms were leveraged in this respect as described below:

LR: This model can predict variables with two values, negative and positive diagnoses, using independent variables as the probabilistic model. It can also be named a classification algorithm in the ML process to classify the samples based on the training data (24, 25).

AB: This algorithm is commonly used for binary classification and can be categorized as the optimization algorithms (Boosting type) because of augmenting various DM performances, which can be used with the AB algorithm. Also, this algorithm is sensitive to noisy data, but a normalized dataset without any distorting data has a higher performance than other algorithms (26, 27).

NB: Another classification method for the ML process is NB. This algorithm is a statistical prediction model that predicts output variables using the input in a way that none of the input variables affect each other. On the other hand, no combinational input variables have strength for determining the probability of occurring the output variable (28, 29).

MLP: This algorithm consists of computational units known as neurons that exist in the input, hidden, and output layers of the artificial neural network (ANN). This algorithm tries to simulate the process structure of humans’ mind by using the activation and linkage between neurons during training methods. The input layers get the information from the environment. In the hidden layers having the neuron, the data can be processed, and finally, in the output layer, the required information will be represented. So far, the ANNs have had application in various fields, such as medicine, with their high calculation performance (30-32).

RF: This algorithm is known as the decision tree with a large size. It includes different tree algorithms named subtrees and uses the voting way for gaining performance. The
subtrees with performance are in the majority and can be selected as the RF general performance. Also, in this algorithm, the splitting process occurs randomly and has the flexibility in classifying the research samples. The vast volume dataset is suitable for this type of decision tree (33, 34).

J-48: This algorithm is a newer version of the ID3 with high flexibility and capability. The splitting process in this decision tree occurs using the variables with the highest entropy difference than other variables. Therefore, research samples can be classified with the highest performance and most discriminative capability. The capability of J-48 decision tree algorithms allow to embed the continuous variables for DM, use the most technical features to prevent overfitting, and adjust the decision size with confidence factors (35, 36).

The confusion matrix has been used to measure each DM algorithm’s capabilities in classification. They are calculated as follows: The true positive (TP) and true negative (TN) are considered the numbers of positive and negative cases with or without BC, and correctly classified through algorithms as positive and negative, respectively. False positive (FP) and false negative (FN) are also regarded as the numbers of non-BC and BC cases incorrectly classified as positive and negative with algorithms, respectively. Also, 70% and 30% of research data were used for training and test processes, respectively.

4. Results

The predetermined inclusion criteria revealed 2,148 cases belonging to the afflicted group, and non-afflicted cases were removed from the study. Also, 1,052 records (442 cases of positive BC diagnosis and 710 cases of negative BC diagnosis) were obtained and used for analysis. The descriptive analysis of all study variables with frequency in each of the two groups, including Negative and Positive of BC cases with bivariate statistical analysis using independence test of Chi-square in train and test modes, is represented in Table 1.

Based on the information given in Table 1, the variables of history of the common cold (P_train = 0.04) (P_test = 0.01), BC in the unspecified region (P_train = 0.01) (P_test = 0.02), and history of breast sampling (P_train = 0.03) (P_test = 0.04) had a statistically significant relationship.

The results of the selected DM algorithms comparison based on the training and testing confusion matrix are demonstrated in Tables 2 and 3.

According to the information in Tables 2 and 3, the J-48 decision tree algorithm with TP_train = 298, TP_test = 128, FN_train = 12, and FN_test = 4 had a more practical upper hand in classifying the cases that belonged to positive BC diagnosis than other DM algorithms during training and testing processes. Also, the MLP with TN_train = 477, TN_test = 207, FP_train = 20, and FP_test = 6 demonstrated the best strength in categorizing the cases with negative diagnoses in this regard.

Figure 2 depicts the AUC of each algorithm regarding each DM algorithm’s capability for classifying the research samples in train and test modes. In this figure, the horizontal and vertical vertices are presented as specificity and sensitivity, respectively.

Comparing the AUC of all DM algorithms indicated that the J-48 with AUC_train = 0.9 and AUC_test = 0.832 had the best performance compared to other DM algorithms for classifying the cases associated with positive and negative diagnoses of BC cases. Moreover, the two algorithms of MLP (AUC_train = 0.813 and AUC_test = 0.809) and AB (AUC_train = 0.856 and AUC_test = 0.802) had an acceptable performance for classifying the cases with AUC > 0.8. In contrast, the NB algorithm with AUC_train = 0.663 and AUC_test = 0.552 obtained a lower capability than other DM algorithms. Generally, evaluating various DM algorithms’ performance in this research showed that the J-48 decision tree algorithm with AUC_train = 0.9 and AUC_test = 0.832 had the best performance in diagnosing the negative and positive cases associated with the BC screening. It could also be considered a suitable clinical diagnostic model for BC screening. For this purpose, we have drawn the J-48 decision tree algorithm for diagnosing BC and described it in more detail (Figure 3).

All essential technical characteristics for building the tree model with more details are described as: number of batch size = 100, binary split = True, collapse tree = True, confidence factor = 0.15, number of decimal places = 2, number of folds = 3, the minimum number of objects = 2, subtree raising = True, number of seeds = 1, and unpruned = False.

As depicted in Figure 3, the variable of family history of BC is placed in the root node as the most crucial factor for diagnosing BC in this decision tree with Size =41 and leaves= 24. However, we used the pruning process for shortening the tree and augmenting the performance so that some variables may be removed in this process. We interpreted the two most straightforward clinical rules extracted from the J-48 decision tree algorithm for diagnosing BC.

1. IF (FH of BC = 0) then BC = 0
2. IF (FH of BC = 1) & (hypertension =1) then BC = 1

Rule 1 implies that the model will classify the individual with no family history of BC as the negative diagnosis of BC (148 samples were identified based on this pattern). Rule 2 states that one person has a family history of BC, and a history of hypertension is assigned to the positive group via the J-48 decision tree algorithm with 14 confirmed cases.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Value Codes</th>
<th>Negative Cases</th>
<th>Positive Cases</th>
<th>P Value (Train)</th>
<th>P Value (Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>History of chest radiotherapy</td>
<td>Yes (1), No (2)</td>
<td>Yes (31%), No (69%)</td>
<td>Have (56%), Haven't (44%)</td>
<td>0.21</td>
<td>0.16</td>
</tr>
<tr>
<td>History of colorectal cancer</td>
<td>Yes (1), No (2)</td>
<td>Yes (18%), No (82%)</td>
<td>Have (36%), Haven't (64%)</td>
<td>0.42</td>
<td>0.27</td>
</tr>
<tr>
<td>Personal history of BC</td>
<td>Yes (1), No (2)</td>
<td>Yes (28%), No (72%)</td>
<td>Have (64%), Haven't (36%)</td>
<td>0.18</td>
<td>0.1</td>
</tr>
<tr>
<td>Hypertension</td>
<td>Yes (1), No (2)</td>
<td>Yes (24%), No (76%)</td>
<td>Have (35%), Haven't (65%)</td>
<td>0.16</td>
<td>0.12</td>
</tr>
<tr>
<td>Family history of BC</td>
<td>Yes (0), No (1)</td>
<td>Yes (26%), No (74%)</td>
<td>Have (39%), Haven't (61%)</td>
<td>0.63</td>
<td>0.27</td>
</tr>
<tr>
<td>Fruit consumption (average days for five years)</td>
<td>&lt; 100 (1), 100 - 200 (2), &gt; 200 (3)</td>
<td>Low (&lt; 100g) (15%), Medium (100 - 200g) (30%), High (&gt; 200g) (55%)</td>
<td>Low (&lt; 100g) (41%), Medium (100 - 200g) (48%), High (&gt; 200g) (11%)</td>
<td>0.08</td>
<td>0.11</td>
</tr>
<tr>
<td>Alcohol consumption</td>
<td>Yes (1), No (2)</td>
<td>Yes (33%), No (67%)</td>
<td>Have (23%), Haven't (77%)</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>Hypercholesterolemia</td>
<td>Yes (1), No (2)</td>
<td>Yes (33%), No (67%)</td>
<td>Have (39%), Haven't (61%)</td>
<td>0.21</td>
<td>0.17</td>
</tr>
<tr>
<td>Physical activities (hours per day)</td>
<td>&lt; 0.5 hours (1), 0.5 - 1 hours (2), &gt;1 hours (3)</td>
<td>Low (0 - 0.5 hours) (25%), Medium (0.5 - 1 hours) (35%), High (&gt; 1 hours) (40%)</td>
<td>Low (0 - 0.5 hours) (40%), Medium (0.5 - 1 hours) (40%), High (&gt; 1 hours) (20%)</td>
<td>0.12</td>
<td>0.25</td>
</tr>
<tr>
<td>Fatness</td>
<td>Yes (1), No (2)</td>
<td>Yes (46%), No (54%)</td>
<td>Have (57%), Haven't (43%)</td>
<td>0.08</td>
<td>0.1</td>
</tr>
<tr>
<td>Vegetable consumption</td>
<td>&lt;150 grams (1), 150 - 300g grams (2), &gt;300 grams (3)</td>
<td>Low (&lt; 150g) (10%), Medium (150 - 300g) (44%), High (&gt; 300g) (45%)</td>
<td>Low (&lt; 150g) (36%), Medium (150 - 300g) (51%), High (&gt; 300g) (13%)</td>
<td>0.12</td>
<td>0.08</td>
</tr>
<tr>
<td>Age</td>
<td>-</td>
<td>44.28 (10.662)</td>
<td>39.26 (9.411)</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td>BMI</td>
<td>-</td>
<td>19.996 (6.256)</td>
<td>24.441 (7.351)</td>
<td>0.09</td>
<td>0.16</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Yes (1), No (2)</td>
<td>Yes (24%), No (76%)</td>
<td>Have (60%), Haven't (40%)</td>
<td>0.13</td>
<td>0.07</td>
</tr>
<tr>
<td>Upper in quadrants BC</td>
<td>Yes (1), No (2)</td>
<td>Yes (75%), No (25%)</td>
<td>Have (50%), Haven't (50%)</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>The ratio of waist to pelvic</td>
<td>-</td>
<td>71.356 (6.225)</td>
<td>62.328 (7.253)</td>
<td>0.01</td>
<td>0.09</td>
</tr>
<tr>
<td>History of breast sampling</td>
<td>Yes (1), No (2)</td>
<td>Yes (33%), No (67%)</td>
<td>Have (54%), Haven't (46%)</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>Yes (1), No (2)</td>
<td>Yes (25%), No (75%)</td>
<td>Have (60%), Haven't (40%)</td>
<td>0.07</td>
<td>0.12</td>
</tr>
<tr>
<td>Heavy job activities</td>
<td>Yes (1), No (2)</td>
<td>Yes (35%), No (65%)</td>
<td>Have (31%), Haven't (69%)</td>
<td>0.07</td>
<td>0.16</td>
</tr>
<tr>
<td>BC in unspecified regions</td>
<td>Yes (1), No (2)</td>
<td>Yes (30%), No (70%)</td>
<td>Have (58%), Haven't (42%)</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Hard job</td>
<td>Yes (1), No (2)</td>
<td>Yes (25%), No (75%)</td>
<td>Have (45%), Haven't (55%)</td>
<td>0.16</td>
<td>0.08</td>
</tr>
<tr>
<td>Walking</td>
<td>Yes (1), No (2)</td>
<td>Yes (23%), No (77%)</td>
<td>Have (50%), Haven't (50%)</td>
<td>0.17</td>
<td>0.35</td>
</tr>
<tr>
<td>Hyperglyceridaemia</td>
<td>Yes (1), No (2)</td>
<td>Yes (32%), No (68%)</td>
<td>Have (50%), Haven't (50%)</td>
<td>0.11</td>
<td>0.16</td>
</tr>
<tr>
<td>Genetic</td>
<td>Yes (1), No (2)</td>
<td>Yes (28%), No (72%)</td>
<td>Have (50%), Haven't (50%)</td>
<td>0.1</td>
<td>0.07</td>
</tr>
<tr>
<td>High consuming salt intake</td>
<td>Yes (1), No (2)</td>
<td>Yes (35%), No (65%)</td>
<td>Yes (59%), No (41%)</td>
<td>0.23</td>
<td>0.15</td>
</tr>
<tr>
<td>High dairy consumption</td>
<td>Yes (1), No (2)</td>
<td>Yes (34%), No (66%)</td>
<td>Yes (53%), No (47%)</td>
<td>0.11</td>
<td>0.16</td>
</tr>
<tr>
<td>High fast food consumption</td>
<td>Yes (1), No (2)</td>
<td>Yes (32%), No (68%)</td>
<td>Yes (58%), No (42%)</td>
<td>0.1</td>
<td>0.15</td>
</tr>
<tr>
<td>High oil consumption</td>
<td>Yes (1), No (2)</td>
<td>Yes (95), No (5)</td>
<td>Yes (57%), No (43%)</td>
<td>0.5</td>
<td>0.25</td>
</tr>
<tr>
<td>History of the common cold</td>
<td>Yes (1), No (2)</td>
<td>Yes (23%), No (77%)</td>
<td>Yes (45%), No (55%)</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>Optimal physical activities</td>
<td>Yes (1), No (2)</td>
<td>Yes (15%), No (85%)</td>
<td>Yes (48%), No (52%)</td>
<td>0.25</td>
<td>0.31</td>
</tr>
</tbody>
</table>
5. Discussion

Owing to the heterogeneous, complex, and invasive nature of BC, which requires understanding the non-linear interrelation between the modifiable and non-modifiable risk factors, the ML algorithms are applicable for cancer prognosis and screening (3). This study aimed to construct an intelligent predictive model via leveraging the selected ML algorithms to predict the BC and effectively differentiate between positive and negative BC cases. We trained six well-known classification algorithms, including AB, LR, MLP NB, J-48, and RF, according to the top related parameters affecting the risk of BC derived. Several prediction factors are investigated in the studies for BC prediction, such as breast medical images (34, 35), lesion biopsy (21), blood tests (36), etc. However, we considered more cost-benefit and available data with the minor intervention features for our prediction models.

Some studies evaluated the combination of the lifestyle, history of diseases, and demographic data to predict BC. The selected features are used as input for developing ML-based predictive models (37, 38). By recognizing patterns within the large amounts of data, it
The pruned J-48 decision tree algorithm may be applied to gain more insight into the diseases and produce knowledge that can potentially inspire further research in many areas of medicine (39-41).

In the present study, we identified an efficient and effective classifier for BC prediction, which may lead to a more accurate model. Recently, the application of ML algorithms in healthcare has been attracting the attention of researchers (42, 43). Many studies have been performed using different ML algorithms to diagnose and predict various malignancies (44). So far, several studies have evaluated the DT algorithm’s application in BC risk classification and prediction based on clinical variables (44, 45).

A study conducted by Williams et al. (46) showed that DM approaches have significant predictive power for BC. They indicated that the DT had the best accuracy compared to other techniques. In a systematic review by Li et al. (2021), the results showed the most frequently used ML methods for BC prediction from 2013 to 2020 were DT classifiers (19 studies, 61.3%) (42). Besides, the study by Park et al. cited in Li et al. showed that the best meaningful results were observed from the DT model with an accuracy of about 99%. This may prove the potent power of DTs in predicting BC. Accordingly, Higa et al. (48) introduced DT and neural network as the best models for diagnosing benign and malignant tumors of BC with 95% accuracy. Rajinikanth et al.’s (2021) research showed that DT had the best predictive performance with an accuracy of > 92% (43). Solanki et al. (2021) also investigated the prediction of benign or malignant BC using selected ML techniques. The results showed that the J-48 yielded the best classification performance with an accuracy of 98.83% (49).

The result of other studies confirm the better performance of DT than other similar algorithms in predicting the BC risk (44, 45, 50, 51). Similarly, in this research, different ML algorithms were used to classify the data, and the DT algorithm had a higher efficiency than other algorithms. Accordingly, in the current study, the results showed that the J-48 DT algorithm with AUC = 0.922 had the best capability for early prediction of BC.

However, this study had some significant limitations to be addressed. First, this is a retrospective study that suffers from meaningless values. Second, the proposed model’s generalizability was confined by a single-center dataset with a limited sample size. Third, we used six ML algorithms for prediction analyses based on some clinical features. Hence, the performance accuracy of our model and its generalizability will be enhanced provided that we test more ML techniques on a larger, multicenter, and prospective dataset enriched with more qualitative and validated data. We applied factors from different clinical and nonclinical aspects in this research. Hence, it provides...
a better plan for clinicians to improve patient outcomes and quality of care as a clinical guideline in terms of BC diagnosis to a large extent. It may also minimize the ambiguity and sophistication in BC diagnosis through a practical and systematic knowledge representation method, including various diagnostic factors to facilitate BC screening and optimize the episode of care planning.

5.1. Conclusions

The present study indicated that ML-based prediction systems are powerful tools to predict the BC based on the predictor variables. We identified some general clinical factors which can contribute to an accurate prognosis for patients with BC. The proposed prediction model (J-48) can predict the BC risk for each case with an AUCtr = 0.9 and AUCtest = 0.832. As a result, it can be used as an essential clinical screening tool for the early prevention of BC. The underlying model may have the potential to augment informed decisions for early prognosis and effective screening of BC by offering an objective, systematic, and evidence-based approach.
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